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Abstract—Self-supervised learning has attracted plenty of recent research interest. However, most works for self-supervision in speech are typically unimodal and there has been limited work that studies the interaction between audio and visual modalities for cross-modal self-supervision. This work (1) investigates visual self-supervision via face reconstruction to guide the learning of audio representations; (2) proposes an audio-only self-supervision approach for speech representation learning; (3) shows that a multi-task combination of the proposed visual and audio self-supervision is beneficial for learning richer features that are more robust in noisy conditions; (4) shows that self-supervised pretraining can outperform fully supervised training and is especially useful to prevent overfitting on smaller sized datasets. We evaluate our learned audio representations for discrete emotion recognition, continuous affect recognition and automatic speech recognition. We outperform existing self-supervised methods for all tested downstream tasks. Our results demonstrate the potential of visual self-supervision for audio feature learning and suggest that joint visual and audio self-supervision leads to more informative audio representations for speech and emotion recognition.


1 INTRODUCTION

Deep neural networks trained in a supervised manner are a popular contemporary choice for various speech related tasks such as automatic speech recognition (ASR), emotion recognition and age/gender recognition. However, they are a double-edged sword by virtue of providing extremely good performance given that large scale annotated data is available, which is usually expensive. For problems like emotion recognition, reliably annotated data is also extremely scarce and even modern datasets are very limited in size. Transfer learning approaches attempt to solve this problem by domain adaptation (e.g. using supervised ImageNet pretraining for downstream visual tasks), but even they need a large amount of annotated data for the primary supervised task and generalization is not guaranteed. Self-supervised learning is a recent and rapidly developing area of machine learning which might offer a potential solution to this problem. In this work, we present a method for visually guided self-supervised learning of speech features that outperforms baseline self-supervised methods and also outperforms fully supervised pretraining on the evaluated downstream tasks.

Self-supervision is an interesting way to attempt to combat the paucity of labeled data by capturing the intrinsic structure of the unlabelled data. The idea behind self-supervision is to find a ‘pretext task / proxy task’ for the network to learn that does not require any explicit labeling, but instead the data’s inherent structure provides the labels. During training, the network is tasked with predicting these implicit labels, which could be of various kinds. For instance, predicting the next element or a randomly masked element of a known sequence given the history/context is a popular pretext task. The key idea is that the whole sequence is already available as an unlabeled data sample, and we are just choosing an intrinsic property (here the value of the element to be predicted) as the label for the proxy supervised learning problem. This ‘label’ is provided to us for free by the data and does not require any sort of external annotation. These pretext tasks may also model and span across multiple modalities (e.g. predicting the data or features of one modality from another). This is especially relevant in the context of affective computing where we are interested in modeling complementary multimodal information, especially in audio and video.

In this work, we investigate self-supervised learning for audio representations. Audio representations are a cornerstone of speech and affect recognition. Most affective computing applications involve the analysis of a speech signal using either handcrafted low level descriptors or through a supervised (or finetuned) neural network which directly predicts the labels of interest. However, self-supervised learning may offer better representations for these applications, especially in cases where labeled data is hard to come by and unlabeled audio data is readily available. We look into how self-supervision can be used to produce robust audio features that contain emotional information.

First, we examine the state-of-the-art in self-supervised audio feature learning which we use as baselines. We then propose a novel visual self-supervised method and a novel audio-only self-supervised method for learning audio
Fig. 1. An overview of our proposed model for visually guided self-supervised audio representation learning. During training, we generate a video from a still face image and the corresponding audio and optimize the reconstruction loss. An optional audio self-supervised loss can be added to the total to enable multi-modal self-supervision. During testing, we use the audio encoder to extract features for (or finetune on) downstream audio-only tasks.

features. We also show how visual self-supervision helps encode emotional information into the audio features.

Most existing self-supervised learning approaches are unimodal. The few existing cross-modal approaches typically have some interaction between the modalities in the latent space by pretext tasks like clustering [1], but they do not produce an intuitive interaction between the two modalities. By contrast, our work proposes audio features that are explicitly guided by lip movements and facial expressions’ reconstruction (see Fig. 1). We implicitly capture visual information related to lip movements and facial expressions in the audio features (see section 3.1). The visual modality is needed only during training and our audio features can be evaluated on audio-only datasets.

We summarize our research contributions as follows:

1) We investigate visual self-supervision for learning audio features. We propose a novel method for visually-guided self-supervised learning of speech representations by face reconstruction (L1). The proposed speech features, which are correlated with lip movements and facial expressions due to being driven by video generation, outperform existing audio-only self-supervision approaches for speech and emotion recognition.

2) We propose an audio-only self-supervised method (Odd One Out). This method is inspired from visual self-supervised learning and is based on temporal order verification as the pretext task. It offers competitive performance on the tested datasets.

3) We combine the proposed audio-only and video-only supervision methods by multi-task learning. We find that the encoder trained in a multi-modal regime encodes richer information about the speech signal and yields the most effective representation that attains the best performance among all tested methods.

4) We show that pretraining by audio-visual self-supervision produces a better weight initialization for downstream tasks than does training from scratch. This is especially relevant in the context of affective computing due to reduced overfitting and improved performance on small datasets.

5) We show that the proposed visually-guided audio features are more robust for various levels of noise.

2 RELATED WORK

To position our work with respect to existing literature and to highlight its novelty, we review prior work in: (1) Self-supervised learning, including audio, visual and cross modal methods; (2) Audiovisual speech recognition and methods that exploit both modalities for speech related tasks like emotion recognition.

2.1 Self-Supervised Learning

Self-supervised learning is a rapidly developing field in machine learning, with the promise of being able to learn useful representations from unlabeled data. Perhaps the most seminal and widespread applications of self-supervised learning have come in natural language processing. Extremely
popular recent works like ELMo [2] and BERT [3] are based on predicting the next token of text based on the history or context. Self-supervised learning of visual features has also attracted a lot of research interest, whereas self-supervised learning of audio representations has received less attention so far. There have also been a few works on cross-modal self-supervised learning. We briefly survey these trends in the subsequent sub-sections.

2.1.1 Self-supervised video feature learning
There have been numerous recent works on visual self-supervised representation learning. Gidaris et al. [4] predict rotations for unlabeled images that have been rotated by a known amount, which drives the features to encode information about the object shape and appearance. Other works try to predict the relative location of patches [5], temporal order of frames in a video [6], or use contrastive learning [7], [8], [9]. BigBiGAN is a recent method proposed for adversarial self-supervised representation learning [10]. The work shows that more accurate and realistic reconstructions tend to produce better visual features for downstream tasks. Cycle consistency is also a concept that has been explored for visual feature learning [11]. DeepCluster [12] was an interesting idea which focused on clustering in the latent space based on iteratively improving labels provided by the model being trained. NoisyStudent [13] was a follow up work on a similar concept, the idea being that the predictions of the model from a previous training epoch could be used as labels for the current epoch. S4L (Self-Supervised Semi-Supervised Learning) is another recent work which combines self-supervised learning with a small amount of labeled data to learn richer representations [14]. Contrastive learning is a recent trend in self-supervised learning that is focused on separating representations of positive and negative pairs in the latent space. MoCo [15] is an important work in this area, and is based on distilling a positive pair from a large memory bank of negative examples. PIRL [9] extends this idea to produce image representations that are invariant of the chosen pretext task. A more detailed overview of self-supervised methods for visual feature learning can be found in [15]. We draw inspiration from visual self-supervised learning for the learning of audio features. In this work, we apply concepts from visual self-supervision to develop two audio-only self-supervised methods (see section 3) and a cross-modal self-supervised method based on visual reconstruction (see section 5).

2.1.2 Self-supervised audio feature learning
There has also been a wave of recent work on self-supervised audio-only representation learning. CPC (Contrast Predictive Coding) [16] and APC (Autoregressive Predictive Coding) [17] are similar approaches that model the next token of a speech segment given the history. Another method called LIM (Local Info Max) [18] is based on maximizing the MI (mutual information) among randomly chosen windows in an unsupervised way to learn speaker embeddings. Wav2vec [19] is also an unsupervised pre-training method used in the context of speech recognition. Self-supervised audio features have also been proposed for mobile devices [20]. Another very relevant recent work is PASE (Problem Agnostic Speech Encoder) [21], which aims to learn multi-task speech representations from raw audio by predicting a number of handcrafted features such as MFCCs, prosody and waveform. SeCoSt [22] is a teacher-student self-supervised approach very similar to the ones in the visual domain that iteratively use the predictions of one epoch as the labels for the next one. Phase prediction [23] has also been proposed as an audio-based pretext task. WaveNet [24] is a generative model for raw audio waveforms that can be used for generic audio representations. There has also been a new version of CPC proposed for audio for multiple languages [25]. We compare our proposed methods with the best performing audio-only self-supervised baselines in recent literature. A detailed description of the baselines can be found in section 6 and the results can be found in section 7.

2.1.3 Self-supervised cross-modal learning
A few works also exploit the relationship between modalities, such as by predicting audiovisual synchronization [26], cyclic transitions [28], the relationship between ambient sound and vision [29], and cross-modal prediction based fusion [30]. XDC [1] extends the idea of clustering as a pretext tasks across modalities, with the cluster predictions for video coming from audio and vice versa. Piergiovanni et al. [31] propose a method that shares representations across modalities via distillation and finds better loss functions using evolutionary algorithms. Contrastive Multiview Coding [32] is a method that projects representations of views from different modalities closer in the latent space for positive examples and further for negative examples. In this process, the encoders for each view (modality) learn useful representations. Patrick et al. [33] extend the contrastive learning concept from MoCo [8] to a multi-modal setting. Morgado et al. [34] combine audio-visual instance discrimination with cross-modal agreement for self-supervised learning. Zhu et al. [35] present a detailed survey of deep audio-visual learning including cross-modal self-supervised learning. All of these works have shown that it is possible to learn robust multi-task representations from a large amount of unlabeled data that is inexpensive to obtain. We propose a novel self-supervised method based on cross-modal reconstruction to learn audio features. Our method is based on speech-driven facial reconstruction and is explained in detail in section 5. Speech based reconstruction has a long history in computer vision, and has been demonstrated by works like Video Rewrite (1997) [36], Mary 101 (2002) [37] and more recently Synthesizing Obama (2017) [38]. Our contribution is to utilize speech-driven facial animation as a pretext task for self-supervised learning of audio features, which has not been explored before. We exploit the correlation between facial expressions and emotion, and that between lip movements and speech content. This leads to audio features that contain additional information about emotion and speech due to using the visual modality as a supervisory signal.

2.2 Audiovisual Speech and Emotion Recognition
Audiovisual speech data is extremely common and the usage of complementary information from both modalities is a popular concept in many fields of research. The McGurk
effect [39] was the classic example that demonstrated the audio-visual nature of human perception of speech. The visual modality contains information that offers robustness in circumstances where the audio modality may be corrupted with noise [40].

Audiovisual emotion recognition has also seen a significant amount of recent research efforts. Automatic affect recognition has a variety of applications in various fields; from detecting depression [41] to more emotionally relevant advertising [42], [43], [44]. A lot of contemporary affect analysis approaches are based on deep neural networks that study both the visual and audio modalities [45], [46], [47]. However, a big problem in emotion recognition is the lack of reliably annotated data for large datasets, which we try to address (implicitly) in this paper.

3 VISUAL SELF-SUPERVISION FOR SPEECH REPRESENTATION LEARNING

The proposed method is illustrated in Fig. 1 and is based on our prior work on visually guided speech representation learning through speech-driven facial animation [48], [49], [50], [51]. The model is a temporal encoder-decoder which takes a still image of a face (frame from a 25 fps video) and an audio signal as inputs and generates video frames from these. The model itself can be conceptually divided into three subnetworks (see Fig. 1 and Fig. 2), namely the content/audio encoder (3 layer GRU), the identity encoder (6 layer 2D CNN) and the frame decoder (U-Net architecture with skip connections from the identity encoder).

The architecture of the content encoder is a 3 layer GRU with log mel spectrograms as input (closely following [17]), as shown in Fig. 2. Its purpose is to convert the input audio into a latent space audio feature vector \(z_{\text{aud}}\). Similarly, the identity encoder (see Fig. 2 top-left), which is made of 6 (Conv2D - BatchNorm - ReLU) blocks, reduces a 64x128 input image (which is the first video frame of the audiovisual speech segment) to a 64x1 feature vector \(z_{\text{id}}\).

We also use a noise generator (see Fig. 1) capable of producing noise that is temporally coherent. A 10 dimensional vector is sampled from a Gaussian distribution with mean 0 and variance of 0.33 and passed through a single-layer GRU to produce the noise sequence. This latent representation \(z_{n}\) accounts for randomness in the face synthesis process (such as the generation of random sequential behaviour like blinks [53]), which leads to a more realistic facial reconstruction.

The latent representation is the concatenation of \(z_{\text{aud}}, z_{\text{id}}\) and \(z_{n}\) (as shown in Fig. 2). This results in a 586 dimensional embedding. This embedding then goes through the frame decoder (see Fig. 2 top-right), which is a CNN that uses strided transposed convolutions to produce the video frames. The skip connections to the identity encoder help in preserving subject identity.

An L1 reconstruction loss between a random frame from the generated video and the corresponding frame from the real video is used to train the network. The L1 loss on the pixel level is commonly used in facial reconstruction as opposed to the L2 loss which typically produces blurrier reconstructions. We use the Adam optimizer with a learning rate of 0.06 that is decayed by a factor of 0.98 every 10 epochs. Essentially, our model aims to predict the video modality (full face reconstruction) given only the audio modality and speaker identity information from the first frame. In this process, the audio encoder is driven to produce useful speech features that correlate with mouth and facial movements (because we need to generate these lip and facial movements using only the audio information, so the features \(z_{\text{aud}}\) must encode this in order to reduce the L1 loss). After this process of visually guided self-supervised pretraining, we simply use the trained audio encoder as
Fig. 3. Videos produced by the proposed method using the same neutral still frame taken from the CREMA-D test set and driven by the sentence “it's eleven o’clock” spoken with multiple emotions (Anger, Disgust, Happiness, Sadness). This highlights that emotional information is captured in the audio features being used for the generation.

3.1 Why does visual self-supervision produce good features for emotion?

To support our claim that the proposed method produces good features for emotion, we present qualitative results for full face reconstruction using our method. We use the same neutral expression still frame from the CREMA-D dataset as the input image and produce video sequences driven by different audio clips of multiple emotions (see Fig. 3). We observe that facial expressions that correlate with the emotion of the audio clip are generated in the output video. Note that this is achieved using only a neutral still image and the audio information. This offers evidence that emotion related information is being encoded in the audio features being used to drive the generation. Our method is able to generate a variety of facial expressions that correlate with the emotion of the input audio. These observations form the basis of our hypothesis that the proposed task (reconstructing the full face based only on the audio information) can help produce better audio features for emotion recognition in a self-supervised manner. The reader can find more detailed insights into the speech-driven facial animation process in our prior work [48], [53].

3.2 Audio Encoder Architecture

The audio encoder (see Fig. 2 bottom-left) is a log mel spectrogram encoder (closely following [17]). The log mel spectrogram is computed with 80 frequency bins, a window width of 25ms and a stride of 10ms, which is a standard choice for processing speech signals. This (t, 80) dimensional input then goes through the encoder which is a 3 layer GRU network with each layer having a hidden size of 512 followed by a fully connected layer which converts it into a feature with dimensionality (t, 512). This specific architecture of the audio encoder with 3 GRU layers is the exact same as used in [17]. We chose this for simplicity and to enable direct comparison with this baseline which uses a similar audio input as us (80 dimensional log mel features).

We use the above described architecture (see Fig. 2) as the audio encoder in the proposed models in the following sections (for both visual and audio self-supervision). We then use the trained encoder to extract features from the evaluation datasets. We implement our method and all evaluation pipelines using PyTorch [54].

4 Audio Self-Supervision for Speech Representation Learning

This section introduces an audio-only self-supervised method that we propose for speech representation learning. The concept behind it is temporal order verification for audio as a pretext task. The method is inspired by a similar work in visual self-supervision called ‘Odd One Out’ [6].

4.1 Odd One Out networks for Audio

The temporal order of a sequence carries a lot of potentially useful information about its structure. Odd One Out networks for video [9] are based on predicting which one out of multiple sets of ordered sequences of frames is in jumbled order (temporally incorrect order). This helps the encoder that is predicting this pretext task label to learn features that correspond to object semantics and other visually correlated physical characteristics like gravity, forces etc. which may be useful for generic visual feature learning. We adapt this idea to the audio modality in a straightforward way. For a given input batch of audio clips, we jumble 25% of the clips. The jumbling is performed by selecting at random two windows of a length of 15% of the total audio duration and swapping them. The encoder is then tasked with predicting which element in the input batch is the ‘Odd One Out’, and is optimized using cross entropy loss. While learning to predict the task, the encoder learns useful audio features that differentiate between certain phonemes and how they sound when played jumbled vs in-order. In order to predict whether the sequence is jumbled, the encoder must capture useful characteristics about the phonemes themselves. Fig. 4 illustrates the training procedure for Odd One Out networks for audio representation learning. We use the encoder architecture described in Section 3.2.
5 Audio-visual Self-supervision for Speech Representation Learning

We combine the proposed audio and visual self-supervision methods by making the encoder jointly predict the visual self-supervision task and the audio self-supervision task. Since we used the same encoder architecture for both the visual and audio tasks, this is straightforward to accomplish. In the pipeline shown in Fig. 1 for visual self-supervision, we also use the optional prediction for the audio-only self-supervised task (Odd). This leads to two losses being calculated, one for visual and one for audio self-supervision.

The total loss $L_{total}$ is the weighted sum of the L1 reconstruction loss from visual self-supervision $L_{video}$ and the cross entropy loss from the audio-only self supervision $L_{audio}$. $\alpha$ is the weight factor which controls how much of the loss term comes from which type of supervision. The total loss is given by the equation:

$$L_{total} = \alpha L_{video} + (1 - \alpha)L_{audio}$$

6 Datasets and Baselines

6.1 Datasets

This section introduces the various audio-only and audiovisual datasets that were used in the work either for pretraining or evaluating the baseline and proposed models. For all datasets, we divide the data into training, validation and test sets with all samples from each speaker belonging to a particular set only. Table I summarizes the statistics for all the datasets used in this work.

The CREMA-D dataset [55] contains a diverse set of 91 actors who utter 12 sentences multiples times each with a different level of intensity for each of 6 basic emotional labels (anger, fear, disgust, neutral, happy, sad). We use Crema as a discrete emotion recognition evaluation dataset.

The Ravdess dataset [56] contains 1440 samples of 24 different actors who acted out two sentences with 8 different basic emotions (anger, calm, sad, neutral, happy, disgusted, surprised, fear) and two different intensity levels. We use Ravdess also as a discrete emotion recognition evaluation dataset.

The RECOLA dataset [57] contains dyadic conversations in French between a pair of participants working to solve a collaborative task over video conference. The annotated part of the dataset consists of 5-minute long clips (with audio from one speaker only) with continuous valence and arousal annotations from 6 annotators. Since the labels of the test set are not publicly available, we report the performance of our models on the development set.

The SEWA dataset [58] contains dyadic conversations over video conference between a pair of participants discussing about an advertisement that they have just watched. The audio clips are typically 3-minute long and have continuous valence and arousal annotations. We use the AVEC2017 challenge German language subset (with the gold standard valence and arousal labels) of the dataset to run our experiments.

The IEMOCAP dataset [59] contains dyadic conversations between 10 speakers for a total of 12 hours of audiovisual data. The discrete emotion labels comprise of 8 categories (anger, happiness, sadness, neutral, excitement, frustration, fear, surprise), however we only consider the first 4 categories for our experiments (anger, happiness, sadness, neutral). This is due to much higher inter annotator agreement for these categories, and this portion of the dataset has been similarly used in prior studies [60]. This partition also leaves us with around 6.5 hours of data instead of the original 12 hours. We use IEMOCAP as another discrete emotion recognition evaluation dataset.

The SPC (Speech Commands) dataset [61] contains 64,727 total utterances of 30 different words by 1,881 speakers. We use SPC as a speech recognition evaluation dataset.

The LRW dataset [26] is a large, in-the-wild dataset of 500 different isolated words primarily from BBC recordings. It is an audiovisual speech dataset and is thus appropriate for training our methods. We use a subset of LRW that has only nearly frontal videos (with yaw, pitch and roll restricted to a maximum of 10 degrees), in order to have a cleaner supervisory signal from the visual modality. This filtering leaves us with a total of around 40 hours of usable data. We use LRW as the self-supervised pretraining dataset for all baseline and proposed methods.

6.2 Baselines

Since the aim of our work is to yield self-supervised audio features, we compare against other baselines focusing on the same goal. The three self-supervised methods we compare against are CPC [16], APC [17] and PASE [21]. In our prior work [49], we have also used other audio-visual self-supervised methods as baselines [62], [63], but due to them not obtaining competitive performance on the target datasets (CREMA/SPC), we exclude them from this paper.

Contrast Predictive Coding (CPC) [16] is a technique that tries to model a density ratio to maximize mutual information (MI) between the target signal (random raw audio window) and the context (current raw audio window). By maximizing the MI, the method can extract the underlying latent variables that the two different parts of the signal have.
in common. This essentially means that the representations of related (positive) examples lie closer in the latent space, and those of negative examples lie further away.

Autoregressive Predictive Coding (APC) [17] is similar to CPC, however the key difference is that APC directly tries to predict the immediate future part of the signal based on the history whereas CPC tries to maximize mutual information between the target (future) and the context (present). The input features for APC are 80 dimensional log mel spectrograms with a window size of 25 ms and a step size of 10 ms. The model tries to predict the log mel spectrograms for the future windows given the history.

PASE [21] is a raw audio encoder trained in a self-supervised way to predict various different handcrafted features such as MFCC, prosody, waveform etc. While predicting these multiple tasks, the encoder learns a very robust and multi-task representation for raw audio that these tasks exemplify (e.g. prosody for emotion).

We also compare our methods against 39 dimensional MFCCs (13 coefficients, 13 deltas, and 13 delta-deltas) which act as baseline features used for supervised learning for audio. We also compare with 80 dimensional log mel spectrograms. Additionally, we also use the OpenSmile [64] toolkit to extract LLD’s (low level descriptors) based on the IS13-ComParE feature set. These features are well established baselines for audio based affective computing tasks.

### 7 Experiments and Results

This section presents the details of all experiments that we perform to rigorously validate our proposed method. We present all results for discrete emotion recognition, continuous affect recognition, and speech recognition from the extracted features in Table 2 for both visual and audio self-supervision for all variants of the models. We also show the results with the combination of the visual and audio self-supervision approaches using multi-task learning. We present numerous ablation studies such as the variation of model performance with change in pretraining set size and noise level. We also compare the frozen encoders (that provide fixed extracted features) with their finetuned (pre-trained weights are also updated in downstream training) and fully supervised (trained from scratch on the downstream task) equivalents.

#### 7.1 Experimental Setup

We evaluate all extracted features on: (i) Discrete Emotion Recognition, (ii) Continuous Affect Recognition, and (iii) Automatic Speech Recognition (ASR).

For the **emotion recognition** task, we first perform self-supervised pretraining on LRW as described, and then use the pretrained models as feature extractors on the CREMA, Ravdess and IEMOCAP datasets. Once we have these features, we then train an BGRU (bidirectional gated recurrent unit) model for the emotion classification task. We used a BGRU for simplicity, however this can be replaced by any model that can classify variable length sequences into discrete categories (such as LSTMs, TCNs, Transformers, LGRUs [65]). We use a 2 layer BGRU with 256 units in each layer. The initial learning rate is 0.0001 and is decayed by a factor of 0.1 every 40 epochs. We train for 100 epochs and use the checkpoint from the epoch which gives the best validation set metric for evaluation on the test set. We pass the last hidden state of the BGRU to a linear layer with size equal to the number of target classes (6 for CREMA, 8 for Ravdess, 4 for IEMOCAP) followed by a Softmax layer with a cross entropy loss for emotion classification. This process (self-supervised feature extraction + BGRU training) is followed for all compared methods (see bottom of Fig. 1).

For the **speech recognition** task, we use the SPC dataset to evaluate our method. For the SPC dataset which is a spoken word classification task with 30 different possible labels, we use the exact same protocol as described for emotion recognition (self-supervised feature extraction + BGRU training). We use the same parameters and learning schedule for the BGRU.

For the **continuous affect recognition** task, we use SEWA and RECOLA as the evaluation datasets. We predict continuous values of valence and arousal for each audio segment. We train separate individual models for valence and arousal prediction. Using the same encoder architecture and self-supervised pretraining followed by downstream evaluation process described in the bottom of Fig. 1, we use the output of the BGRU at each timestep as the predicted valence or arousal value. This gives us a predicted sequence $y$. We train the network to maximize the Concordance Correlation Coefficient (CCC) between the predicted sequence $y$ and the ground truth valence or arousal sequence $\hat{y}$. The formula for CCC is:

$$ CCC = \frac{2\sigma_{y\hat{y}}}{\sigma_y^2 + \sigma_{\hat{y}}^2 + (\mu_y - \mu_{\hat{y}})^2} $$

where $\mu_y$ and $\mu_{\hat{y}}$ are the means of the ground truth and predicted sequences, $\sigma_y^2$ and $\sigma_{\hat{y}}^2$ are the variance of the ground truth and predicted sequences, and $2\sigma_{y\hat{y}}$ is the covariance between the ground truth and predicted sequence. The value of CCC lies between -1 and 1, and is 0 for uncorrelated sequences. The loss function that we minimize to train our network (which maximizes CCC) is 1 - (CCC+1)/2, which lies between 0 and 1. For SEWA, we report the CCC on the test set as the evaluation metric. For RECOLA, we report the CCC on the validation set to because test set labels are not publicly available. Note that CCC is the standard metric for the SEWA dataset (used in the AVEC 2017 challenge) and the RECOLA dataset (used in the AVEC 2016 challenge).

For all results in Table 2, we validate the models using the validation set of the downstream task and use the model from the epoch with the best validation performance to evaluate on the test set. We report the results in the form of $\mu \pm \sigma$ (mean $\pm$ std) over 10 runs for each experiment.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRW</td>
<td>112658 / 36.3</td>
<td>5870 / 1.90</td>
<td>5980 / 1.90</td>
</tr>
<tr>
<td>SPC</td>
<td>51094 / 14.2</td>
<td>6798 / 1.88</td>
<td>6835 / 1.89</td>
</tr>
<tr>
<td>CREMA-D</td>
<td>11594 / 9.70</td>
<td>819 / 0.70</td>
<td>820 / 0.68</td>
</tr>
<tr>
<td>Ravdess</td>
<td>1509 / 1.76</td>
<td>415 / 0.48</td>
<td>519 / 0.60</td>
</tr>
<tr>
<td>IEMOCAP</td>
<td>3548 / 4.28</td>
<td>793 / 0.95</td>
<td>942 / 1.31</td>
</tr>
<tr>
<td>RECOLA</td>
<td>180 / 1.00</td>
<td>150 / 0.80</td>
<td>-</td>
</tr>
<tr>
<td>SEWA</td>
<td>706 / 0.78</td>
<td>287 / 0.31</td>
<td>352 / 0.39</td>
</tr>
</tbody>
</table>

Table 1: The number of samples and duration (number / time in hours) of speech data in the training, validation and test sets of each dataset.
### Results for all baseline and proposed methods for discrete emotion recognition (on CREMA, Ravdess and IEMOCAP), speech recognition (on SPC) and continuous affect recognition (on SEWA and RECOLA). Unless specified otherwise, all methods are used as frozen audio feature extractors before training a classifier (BGRU) on the downstream task. All results are in the form of $\mu \pm \sigma$ for 10 runs.

<table>
<thead>
<tr>
<th>Results (continued)</th>
<th>Pretraining Dataset</th>
<th>LRW</th>
<th>Discrete Emotion</th>
<th>LRW</th>
<th>Speech Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CREMA-D</td>
<td></td>
<td>IEMOCAP</td>
<td>SPC</td>
</tr>
<tr>
<td></td>
<td>Evaluation Dataset</td>
<td>LRW</td>
<td>6 emotions</td>
<td>LRW</td>
<td>8 emotions</td>
</tr>
<tr>
<td>Labels</td>
<td></td>
<td>LRW</td>
<td></td>
<td>LRW</td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>Pretext task</td>
<td>F1 Score (↑)</td>
<td>F1 Score (↑)</td>
<td>F1 Score (↑)</td>
<td>F1 Score (↑)</td>
</tr>
<tr>
<td>MFCC</td>
<td>None</td>
<td>0.447 ± 0.012</td>
<td>0.390 ± 0.013</td>
<td>0.535 ± 0.006</td>
<td>0.912 ± 0.002</td>
</tr>
<tr>
<td>Log Mel</td>
<td>None</td>
<td>0.463 ± 0.013</td>
<td>0.480 ± 0.010</td>
<td>0.572 ± 0.011</td>
<td>0.927 ± 0.003</td>
</tr>
<tr>
<td>LLD [64]</td>
<td>None</td>
<td>0.409 ± 0.015</td>
<td>0.398 ± 0.013</td>
<td>0.497 ± 0.013</td>
<td>0.643 ± 0.014</td>
</tr>
<tr>
<td>CPC [16]</td>
<td>Audio</td>
<td>0.422 ± 0.016</td>
<td>0.408 ± 0.011</td>
<td>0.517 ± 0.011</td>
<td>0.814 ± 0.019</td>
</tr>
<tr>
<td>PASE [21]</td>
<td>Audio</td>
<td>0.488 ± 0.010</td>
<td>0.472 ± 0.010</td>
<td>0.557 ± 0.017</td>
<td>0.941 ± 0.002</td>
</tr>
<tr>
<td>APC [17]</td>
<td>Audio</td>
<td>0.480 ± 0.012</td>
<td>0.497 ± 0.011</td>
<td>0.592 ± 0.019</td>
<td>0.933 ± 0.003</td>
</tr>
<tr>
<td>Odd</td>
<td>Audio</td>
<td>0.542 ± 0.016</td>
<td>0.501 ± 0.008</td>
<td>0.615 ± 0.010</td>
<td>0.919 ± 0.002</td>
</tr>
<tr>
<td>L1</td>
<td>Visual</td>
<td>0.567 ± 0.014</td>
<td>0.560 ± 0.010</td>
<td>0.618 ± 0.009</td>
<td>0.935 ± 0.002</td>
</tr>
<tr>
<td>L1 + Odd</td>
<td>Audiovisual</td>
<td>0.573 ± 0.012</td>
<td>0.565 ± 0.008</td>
<td>0.631 ± 0.007</td>
<td>0.944 ± 0.002</td>
</tr>
<tr>
<td>L1 + Odd (finetuned)</td>
<td>Audiovisual</td>
<td>0.592 ± 0.010</td>
<td>0.645 ± 0.016</td>
<td>0.642 ± 0.011</td>
<td>0.953 ± 0.002</td>
</tr>
<tr>
<td>Supervised</td>
<td>None</td>
<td>0.540 ± 0.013</td>
<td>0.528 ± 0.010</td>
<td>0.623 ± 0.010</td>
<td>0.921 ± 0.005</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Results (continued)</th>
<th>Pretraining Dataset</th>
<th>LRW</th>
<th>Continuous Affect Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Evaluation Dataset</td>
<td>LRW</td>
<td>Valence</td>
</tr>
<tr>
<td>Labels</td>
<td></td>
<td>SEWA</td>
<td>Valence</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RECOLA</td>
<td>Valence</td>
</tr>
<tr>
<td>Method</td>
<td>Pretext task</td>
<td>CCC (↑)</td>
<td>CCC (↑)</td>
</tr>
<tr>
<td>MFCC</td>
<td>None</td>
<td>0.349 ± 0.009</td>
<td>0.359 ± 0.010</td>
</tr>
<tr>
<td>Log Mel</td>
<td>None</td>
<td>0.307 ± 0.011</td>
<td>0.316 ± 0.007</td>
</tr>
<tr>
<td>LLD [64]</td>
<td>None</td>
<td>0.245 ± 0.011</td>
<td>0.236 ± 0.010</td>
</tr>
<tr>
<td>CPC [16]</td>
<td>Audio</td>
<td>0.287 ± 0.008</td>
<td>0.295 ± 0.009</td>
</tr>
<tr>
<td>PASE [21]</td>
<td>Audio</td>
<td>0.354 ± 0.008</td>
<td>0.343 ± 0.010</td>
</tr>
<tr>
<td>APC [17]</td>
<td>Audio</td>
<td>0.317 ± 0.009</td>
<td>0.321 ± 0.014</td>
</tr>
<tr>
<td>Odd</td>
<td>Audio</td>
<td>0.342 ± 0.008</td>
<td>0.339 ± 0.010</td>
</tr>
<tr>
<td>L1</td>
<td>Visual</td>
<td>0.361 ± 0.008</td>
<td>0.368 ± 0.009</td>
</tr>
<tr>
<td>L1 + Odd</td>
<td>Audiovisual</td>
<td>0.373 ± 0.007</td>
<td>0.371 ± 0.009</td>
</tr>
<tr>
<td>L1 + Odd (finetuned)</td>
<td>Audiovisual</td>
<td>0.380 ± 0.010</td>
<td>0.383 ± 0.009</td>
</tr>
<tr>
<td>Supervised</td>
<td>None</td>
<td>0.297 ± 0.019</td>
<td>0.330 ± 0.009</td>
</tr>
</tbody>
</table>
7.2 Results with Visual Self-Supervision (L1)

Our method for visual self-supervision by face reconstruction from audio is based on an L1 reconstruction loss, and is indicated as L1 throughout the results in Table 2. We also use a pairwise t-test between observations over 10 runs when discussing the statistical significance of the results throughout Section 7. For discrete emotion recognition, irrespective of dataset, our method performs better than any audio self-supervised baseline. On CREMA, L1 achieves an F1 score of 0.567, which is significantly better (p < 0.01) than the best performing baseline PASE, which achieves an F1 score of 0.488. For Ravdess, APC is the best baseline with an F1 score of 0.497, but L1 with an F1 score of 0.560 significantly outperforms this (p < 0.01). The same trend can be seen for IEMOCAP, with L1 again being the best performing method with an F1 score of 0.618. For speech recognition on SPC, L1 is again the best self-supervised method with an F1 score of 0.935, which outperforms MFCCs (optimised for speech recognition) at 0.912 (significant difference, p < 0.01).

For continuous affect recognition on SEWA, L1 outperforms the other self-supervised methods with a CCC of 0.361 for valence and 0.378 for arousal. The closest baselines to L1 on SEWA are PASE for valence (CCC=0.354, p=0.136) and MFCCs for arousal (CCC=0.359, p=0.051). On RECOLA, L1 again outperforms the other methods with a valence CCC of 0.438 and an arousal CCC of 0.733. The closest competing methods to L1 are again PASE (arousal CCC=0.719, p<0.01) and MFCCs (valence CCC=0.413, p<0.01).

In summary, the proposed method for visual self-supervision leads to features that significantly outperform those from baseline audio self-supervised methods for both emotion recognition and speech recognition.

7.3 Results with Audio-only Self-Supervision (Odd)

Our method for audio-only self-supervision (Odd One Out) is indicated as Odd throughout the discussion of the results.

For discrete emotion recognition, Odd is the best performing audio-only self-supervised method on CREMA (F1 score of 0.542), Ravdess (F1 score of 0.501) and IEMOCAP (F1 score of 0.615). For continuous affect recognition on SEWA, Odd achieves a valence CCC of 0.342, which is outperformed by MFCCs with CCC of 0.349 (p=0.13). For arousal, Odd achieves CCC of 0.339 which is outperformed by both MFCCs and PASE with CCCs of 0.359 (p<0.01) and 0.343 (p=0.362) respectively. On RECOLA, Odd is the best method for arousal (CCC=0.720) and valence (CCC=0.436). For speech recognition on SPC, both PASE (F1 score of 0.941) and APC (F1 score of 0.933) significantly (p<0.01) outperform Odd (F1 score of 0.919).

We notice that while Odd is the best method seen so far for discrete emotion and offers competitive performance with respect to other methods on the other tasks, there is a performance gap for speech recognition and continuous affect recognition with MFCCs and PASE. We aim to bridge this performance gap and yield better features using a multimodal combination of the proposed methods using multi-task learning.

7.4 Results with Audiovisual Self-Supervision (L1 + Odd)

In order to determine the optimal weights for each modality for multi-task learning, we tune the parameter $\alpha$ (equation 1) on the validation sets of the CREMA, Ravdess and SPC datasets (introduced in section 6) for a range of values. The results for the tuning are in Table 3. From the table, we observe that the best value of $\alpha$ is 0.67 for L1 + Odd. Thus, we use the model trained with this value when evaluating on the test sets in all experiments.

When comparing the results with other results in Table 2 we can see a clear improvement using audiovisual self-supervision. L1 + Odd significantly outperforms all other methods in every experiment. For discrete emotion recognition, L1 + Odd is the best-performing method on CREMA (F1 score = 0.573), IEMOCAP (F1 score = 0.631), and Ravdess (F1 score = 0.565). For speech recognition, L1 + Odd is the best-performing method on SPC (F1 score = 0.944). The notable observation here is that L1 + Odd significantly outperforms either unimodal method in all experiments (p<0.01 for all differences from Odd, p<0.05 for all differences from L1, except for CREMA with p=0.33 and arousal on SEWA with p=0.37). For speech recognition, this also helps in outperforming PASE (difference with p<0.05) and MFCCs (difference with p <0.01), which Odd was not able to do on its own. This points to the presence of complementary information being encoded by the two types of supervision from the two modalities which leads to very good generalized audio representations. In summary, the proposed multimodal self-supervision method clearly outperform any proposed unimodal self-supervision method.

7.5 When does visual self-supervision specifically help?

We now examine the specific cases and scenarios where visual information is especially helpful to improve the audio representations. For each of the three downstream tasks (discrete emotion, continuous affect, and speech recognition), we compare the class-wise predictions of the model trained using only audio self-supervision (Odd) and that with joint audiovisual self-supervision (L1 + Odd).

For discrete emotion recognition (see Fig. 5), we analyze the difference in performance between the model trained using only audio self-supervision (Odd) and the model trained using joint audiovisual self-supervision (L1 + Odd) for each emotion class in the CREMA dataset. We saw in Table 2 that L1 + Odd gets an overall F1 score of 0.573 compared to Odd with F1 score of 0.542. In Fig. 5 we see how each class contributes to this performance gain. We find that the gain is the highest for the HAP (happy) and NEU (neutral) classes. There are also moderate gains seen for the ANG (anger), DIS (disgust) and SAD (sadness) classes. However there is a performance drop observed for the DIS (disgust) class. Overall, we conclude that visual information during pretraining helps reduce the confusion between classes such as HAP and NEU (which are more clearly separable in the visual modality than the audio modality). Even though the DIS class is negatively impacted, this results in a significantly better audio representation for discrete emotion.
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Classwise performance gain on CREMA for audiovisual self-supervision

Fig. 5. The classwise performance gain of L1 + Odd (audiovisual) compared to Odd (audio-only) on the CREMA dataset. Values are 100x the difference in F1 scores.

<table>
<thead>
<tr>
<th>Relative CCC (x100) gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>Type of segment</td>
</tr>
<tr>
<td>Low Valence</td>
</tr>
<tr>
<td>High Valence</td>
</tr>
<tr>
<td>Low Arousal</td>
</tr>
<tr>
<td>High Arousal</td>
</tr>
</tbody>
</table>

Table 3

Comparison of Odd (Audio), L1 (Visual) and L1 + Odd (Audiovisual) on high/low valence and high/low arousal audio segments from the RECOLA dataset. Performance gains are relative to the CCC attained by Odd on each type of segment. Gain values are CCCx100.

For continuous affect recognition (see Table 3), we analyze the difference in performance between Odd (audio self-supervision), L1 (visual self-supervision) and L1 + Odd (audiovisual self-supervision) for different types of audio segments in the RECOLA dataset. We compare the methods for four different types of audio segments (low/high valence and low/high arousal). We use the test CCC attained by Odd as the baseline and compare the performance gain attained with respect to this. We observe that L1 + Odd is the best method for all types of segments. The performance gain from visual information is most pronounced for high valence sequences (+2.15 for L1 and +6.76 for L1 + Odd). We see a very slight gain for low valence sequences (+0.02 for L1 and +0.44 for L1 + Odd). We also see overall gains for both high and low arousal (+1.01/+1.10 for L1 and +2.91/+2.87 for L1 + Odd). Overall, L1 + Odd still offers the best representation for both valence and arousal.

For speech recognition (see Fig. 6), we analyze the classwise performance difference in performance on the SPC dataset between Odd (audio self-supervision) and L1 + Odd (audiovisual self-supervision). We present a histogram of difference in class-wise performance in Fig. 6. We see that most classes are positively influenced with a gain in the range of 2% to 6%, with 2 of the 30 classes seeing gains of nearly 8%. The classes with the highest improvements due to visual information primarily are similar sounding words such as ‘no’/’go’, ‘tree’/’three’, and ‘bird’/’bed’. All of these classes have similar audio and thus higher intra-class confusion, but have useful distinguishing information in the video modality which our proposed audiovisual self-supervision is able to exploit. While the performance gain is the most significant for these specific classes, we also see an overall performance gain for every class. Thus, L1 + Odd offers the best representation for speech recognition on SPC.

7.6 Performance in various levels of noise

In order to further rigorously validate our proposed models for robustness, we investigate the performance under various levels of noise. We create noisy versions of the CREMA and SPC datasets by adding babble noise from the NOISEX database [66], while varying the SNR from -5 dB to 20 dB in steps of 5 dB. We perform a comparison between the following methods: (i) L1 using visual self-supervision, (ii) Odd using audio-only self-supervision, and (iii) L1 + Odd for bimodal self-supervision, and (iv) MFCCs. We examine how the performance varies for the methods as the level of added noise changes in the evaluation datasets.

The results for the experiments with added noise can be seen in Fig. 7. For both datasets, we observe that self-supervision using audiovisual combination outperforms unimodal methods. For emotion recognition on CREMA, the audio features from the clean dataset give the best performance, and there is a linear degradation of performance with the increase in noise. Visual self-supervision is more effective in almost all scenarios, which may be expected as visual features are unaffected by auditory noise and can still drive robust learning of audio features. A similar conclusion can be reached for speech recognition as well. Yet audio-visual self-supervision leads to the best audio representations across all noise labels. The results for speech recognition are also significantly more robust to noise than
MTL Weight Tuning for Audio and Visual Tasks

<table>
<thead>
<tr>
<th>Pretraining Dataset</th>
<th>Evaluation Dataset</th>
<th>Classifier for (l, dim) features</th>
<th>Labels</th>
<th>Dim.</th>
<th>Accuracy (↑)</th>
<th>Accuracy (↑)</th>
<th>Accuracy (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1 + Odd</td>
<td>0.17</td>
<td>0.83</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1 + Odd</td>
<td>0.33</td>
<td>0.67</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1 + Odd</td>
<td>0.50</td>
<td>0.50</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1 + Odd</td>
<td>0.67</td>
<td>0.33</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1 + Odd</td>
<td>0.83</td>
<td>0.17</td>
<td>512</td>
</tr>
</tbody>
</table>

Table 4: Comparison of different MTL weights. All results are accuracies on the validation sets of the evaluation datasets.

Discrete Emotion Recognition F1 Score on CREMA in various noise levels

Speech Recognition F1 Score on SPC in various noise levels

Fig. 7. Comparison of performance of MFCCs and our methods trained using audio-only (Odd), video-only (L1) and audio-visual (L1 + Odd) self-supervision under various levels of artificially introduced babble noise. Best viewed under zoom.

7.7 Performance with various sizes of the pretraining set and downstream training set

It is also an interesting experiment to see how model performance varies with the amount of data used for self-supervised pretraining. One of the most important advantages of a self-supervised learning approach is the ability to use an arbitrarily high amount of unlabeled data to learn a good representation. But there is still a tradeoff to be made with training time and model performance. We used a subset of the LRW dataset with a total pretraining size of 112658 samples (36.3 hours of audiovisual speech) to train our full model. For this experiment, we investigate what happens to our model if we only use a fraction of the total available data for pretraining. We use 0.2, 0.4, 0.6 and 0.8 times the dataset size for pretraining. We compare the performance between: (i) L1 for visual self-supervision, (ii) Odd for audio-only self-supervision, and (iii) L1 + Odd for audio-visual self-supervision. As before, we evaluate on the CREMA dataset for emotion recognition and the SPC dataset for speech recognition.

The results for the experiments with different pretraining set sizes can be seen in Fig. 8. For emotion recognition on CREMA, there is a steady and somewhat linear degradation in performance with the reduction in data in the pretraining. The best performance drops from an F1 score of 0.572 with the full dataset to an F1 score of 0.519 for 20% of the dataset. For speech recognition on SPC, there is a slower degradation for both visual and audiovisual methods, however there is a sharper degradation for the audio method with lesser training data. With 20% of the training data, the performance...
for the audio-only method drops to an F1 score of 0.724, which is a massive gap from the F1 score of 0.842 for the audiovisual method in the same setting. This goes on to show that the method with combined audio and visual self-supervision offers more robustness with varied amounts of pretraining data. Another observation is that a larger amount of pretraining data helps learn better features: the gain is significant initially however starts to plateau after a point (80% of the data). Fig. 8 also shows that with just 20% / 80% of the LRW dataset for pretraining, the audiovisual self-supervised methods achieve similar or better performance (±0.5 for emotion, ±0.94 for ASR) as PASE, CPC and APC which use the full pretraining set (see Table 2). This is a very interesting result because it shows that our proposed self-supervised methods require lesser pretraining data than other tested self-supervised methods to achieve competitive performance.

We also perform an experiment on SPC in which we simulate a limited labeled data setting by using only 10% of the training set labels for the downstream tasks. We present the results for this experiment in Table 5. We can see that L1 + Odd is the best performing method in the limited data setting with an F1 score of 0.897. We also notice a much sharper degradation in the performance of other baseline methods as compared to our visual and audiovisual self-supervision based methods. Our method being the best performing method in the limited data setting is also very relevant in the context of self-supervision, where the goal is to use a large unlabeled dataset to learn useful representations which are then evaluated on a smaller labeled dataset.

7.8 Comparison with finetuned and supervised versions of encoders

All the results discussed thus far were with the frozen versions of the encoders, i.e. the encoders with their fixed weights were used as feature extractors on the evaluation datasets before training a classifier. However, these encoders can also be fine-tuned to the target dataset. We also present results for finetuning in the bottom of Table 2. We use the weights from the L1 + Odd model as the initialization for the encoder before performing training on the target datasets in an end-to-end manner. We observe that finetuning is able to give us better results depending on the problem setting. The best result that we get on CREMA is an F1 score of 0.592, which is significantly better (p < 0.05) than the F1 score of 0.573 that is attained using just the frozen encoder. For SPC, we get an F1 score of 0.953 which is also the best result seen so far in all experiments. The largest observed gain comes for the Ravdess dataset, on which we get an F1 score of 0.573, compared to the F1 score of 0.565 with the frozen version. We also see gains using when finetuning on SEWA and RECOLA for continuous affect recognition. For SEWA, the valence CCC improves from 0.373 to 0.380 and the arousal CCC improves from 0.337 to 0.383. For RECOLA, the valence CCC improves from 0.448 to 0.452 and the arousal CCC improves from 0.745 to 0.764. All improvements on SEWA and RECOLA are significant with p < 0.05.

To motivate the utility of adopting self-supervised pretraining, it is also important to compare our method with
a supervised version of an encoder with the same architecture trained from scratch directly on the target dataset (see bottom of Table 2). The only difference is the weight initialization, for which we use random initialization for each layer. We observe that our proposed method (L1 + Odd) significantly outperforms (p<0.01) the fully supervised method on every task. This is an important result, highlighting that a large amount of unlabeled pretraining data can be used to improve the performance on small labeled downstream datasets.

8 Discussion
There are a number of interesting observations from the experiments.

The audio-only self-supervised method offers competitive performance but does not always outperform the existing audio self-supervised baselines. There is also a clear observation that the proposed visual self-supervision is superior when compared to the proposed audio-only self-supervision. This is largely due to the fact that the audio features obtained by visual self-supervision are closely related to the useful information present in lip movements and facial expressions (because they must encode this information for accurate facial reconstruction during pretraining). This property is also especially useful for emotion recognition due to the correlation between emotion and facial expression information, and for speech recognition due to the information from lip movements. The results on both discrete and continuous affect recognition offer evidence that the learned representation is good for emotion.

It is also clear that the models trained using a combination of audio and visual self-supervision are able to encode complementary information from each modality to yield the best possible representations among all tested methods in this work. These representations are also the most robust in the presence of various levels of noise in the data, and offer the best performance independently of the size of the pretraining set. This is perhaps the most useful finding of this work, with the implication being that problems using audio-only speech data can benefit from using visual supervision from available audiovisual speech datasets to enhance the target representations (i.e. multimodal pretraining can be used effectively for unimodal downstream evaluation).

Another very useful finding of the work is that fine-tuning of the pretrained audiovisual self-supervised models offers significantly better performance than fully supervised training from scratch. This highlights the applicability of self-supervised pretraining in the area of affective computing. The possibility of learning more generalizable features from large unlabeled multimodal datasets before evaluating on small labeled datasets is particularly promising. We will make our pretrained models publicly available as to enable the community to commence further research in the area.

8.1 Limitations
A current limitation to our work is the fact that we use a nearly-fronetal subset of the LRW dataset (with yaw, pitch and roll restricted to a maximum of 10 degrees each) for pretraining. This leaves out a large portion of the audiovisual dataset with profile faces which could also contain useful visual supervisory signals. There are also other larger datasets like AVSpeech [67] which could potentially yield better pretrained models. Another limitation is that we have used a very simple 2 layer BGRU with 256 hidden units as the classifier of choice for our audio classification tasks. This might not be the most optimal method or configuration. However this was chosen for simplicity. Other models such as LSTMs, Transformers, LiGRUs [65] or temporal convolutional networks (TCNs) in different configurations may yield even better results. Another possible limitation is the fact that the models in our work start from log mel spectrograms instead of raw audio (as input to the audio encoder). There is a static frequency domain transformation applied to raw audio to yield the spectrogram representation, however a more refined approach might be to use a set of trainable filters (e.g. as used in SincNet [68]) instead of static Mel filters. Another specific limitation in our experiments is that we do not account for annotation delay or do any post-processing for continuous affect recognition, both of which can potentially improve the recognition performance. In summary, the methods presented in this paper show the principle that visual and bimodal self-supervision lead to much better performances than full supervision from scratch. However, more refined approaches (that are tailored to the specific problems and datasets they are developed for) may result in even better performances than those presented here.

8.2 Future work
In this work, we have considered the interaction between the audio and visual modalities and how visual self-supervision can benefit learning of audio features. There are also other modalities that could be considered, especially the text modality. Multimodal human language is comprised of text, audio and video combined, and developing a self-supervised model that can capture the interactions between the three can be very useful. The visual pretext task that we focused on was facial reconstruction optimized by the L1 loss. This process leads to a very realistic facial animation, however this might not be the most desirable thing in order to learn the best features. Realistic reconstruction will need to capture a lot of additional information related to fine grained visual characteristics. A lot of this information might not be useful if our end goal is simply to learn useful audio representations. Although reconstruction does give us really good performance, the question remains open to what a good alternative or additional visual pretext task might be. This work has also focused on audio features alone. It is also interesting to see how we could use audio self-supervision to guide the learning of visual speech features in an analogous way (by predicting the audio waveform from only the visual modality, like in [69]). These visual features could then be used for problems like facial affect recognition and lipreading, or even combined with our proposed audio features. There is also a promising and interesting line of work developing in audiovisual contrastive self-supervision (such as in [35], [70]), which has been demonstrated on downstream tasks like video action recognition and acoustic event detection. It would be interesting to see how such approaches perform when pretrained on audiovisual speech data and applied on emotion recognition.
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