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Fig. 1. Using a database with many, heterogeneous motion clips, our framework learns a single dynamic controller that generates a large variety of motions.

Human characters with a broad range of natural looking and physically realistic behaviors will enable the construction of compelling interactive experiences. In this paper, we develop a technique for learning controllers for a large set of heterogeneous behaviors. By dividing a reference library of motion into clusters of like motions, we are able to construct experts, learned controllers that can reproduce a simulated version of the motions in that cluster. These experts are then combined via a second learning phase, into a general controller with the capability to reproduce any motion in the reference library. We demonstrate the power of this approach by learning the motions produced by a motion graph constructed from eight hours of motion capture data and containing a diverse set of behaviors such as dancing (ballroom and breakdancing), Karate moves, gesturing, walking, and running.

CCS Concepts: • Computing methodologies → Animation; Physical simulation; Reinforcement learning; Neural networks.

ACM Reference Format:

1 INTRODUCTION

Human characters that can move and behave naturally in real-time are required if we are to create compelling populated virtual worlds. Because human behaviors are governed by physical laws, we can ensure physical realism in human motion and interactions with objects and the environment by incorporating the laws of physics into the motion generation process through simulation. However, physics is not a sufficient constraint to guarantee the naturalness of human behaviors. Learning natural control policies for physically simulated humanoid characters is challenging because the characters are under-actuated (there are more degrees of freedom (DOF) than controllable DOFs) and because there are many physically correct ways to perform a task or behavior that do not appear natural (for example, requiring unrealistically high torques or employing strategies that a human would not use).

Recently, imitation learning approaches that provide an effective way to generate natural looking motions for physically simulated humanoid characters have been developed. The core idea is to learn a control policy that allows a simulated character to successfully imitate selected motion capture clips. With recent advances in deep reinforcement learning, these approaches are able to reproduce realistic and diverse behaviors in a physically realistic and natural looking manner (see, for example, [Bergamin et al. 2019; Liu and Hodgins 2017, 2018; Park et al. 2019; Peng et al. 2018]). However, they are still limited in their ability to scale to large, heterogeneous datasets. Current approaches only learn from a relatively small corpus of homogeneous data, where each learned policy is only effective on a limited set of behaviors. Combining together multiple learned behaviors to create a character with a broad repertoire of behaviors is not a solved problem.

In this paper, we propose a control framework for physically simulated humanoid characters that can scale to model many hours of human motion data and generate motions that look natural. The input of our framework is a motion controller, which can be a motion graph [Kovar et al. 2002; Lee et al. 2002], phase-functioned neural network (PFNN) [Holden et al. 2017], or any other motion generation technique (kinematic or dynamic, data-driven or simulated). The output is a universal control policy (dynamic controller) that can
simulate all the motions generated from the input controller. More precisely, the output control policy is a dynamic controller that produces control inputs (e.g., target posture or joint torques) for the simulated character that allow it to perform the task. First, we generate a large library of reference motions from the input motion controller and cluster the motions to group like motions together. Second, we build dynamic controllers, which we call experts. These are specialized controllers trained using deep reinforcement learning to produce the behaviors contained in a single cluster. Finally, we combine the experts together and learn a single controller by using a mixture-of-experts method in order to produce the entire library of reference motions. Our framework is general enough to handle several different input controller types and can generate a large variety of different motions from a single combined controller.

To show the power of our approach, we demonstrate a dynamic controller learned for a large motion graph constructed from eight hours of motion capture data containing a wide variety of different behaviors. These experiments demonstrate the ability of our approach to scale both to larger data sets and to a variety of behaviors. The behaviors include not only ordinary behaviors such as walk, run, standing but also unusual behaviors such as crawling, acting, breakdancing, Latin dance, and Indian dance. A second dynamic controller learned from data produced by a PFNN demonstrates that the framework is agnostic to the input controller. For this second controller, we show real-time generation of the simulated motion by using a joystick. Our approach based on motion clustering allowed us to learn both controllers successfully, while learning from scratch failed. We also use a suite of experiments to explore the important design choices and improvements in the RL controllers used in our approach.

The primary contribution of this paper is a framework for creating controllers that handle a diverse and heterogeneous set of human motions. The dataset used to train the controller is significantly larger than that typically used in prior research on techniques for physically based characters, we focus on generating motions that are physically correct and natural. Additional contributions include:

- **Learning Experts based on Motion Clusters.** To make the learning of a general controller feasible, we first divide the dataset into clusters of like motion and train expert controllers on those clusters. The experts are then combined with a gating function to train a combined controller. This hierarchical approach makes the problem of learning a general control tractable.

- **Enhancement to RL-based Imitation Learning.** We found a good combination of existing techniques for RL-based imitation learning, which shows good performance and eliminates a need for behavior-specific manual tuning.

- **Baseline for Future Learned Controllers** We learned a general controller for a large dataset comprised of many different behaviors, so it is possible that our controller can serve as a warm start for other control system designs in much the way that models trained on ImageNet have been used to bootstrap many different classification and labeling problems in computer vision.

## 2 RELATED WORK

We review the most closely related literature in deep reinforcement and imitation learning for character control. Our approach is based on combining a number of controllers, so we review ensemble methods including mixture-of-experts approaches that have been used in other domains. We also explore prior work that forms the foundation for our approach, including kinematic controllers, closed loop control, open loop control, muscle-based control, and model-based control. Because one of the advantages of our approach is the ability to handle a wide variety of behaviors, we also look at work that has controlled multiple and unusual behaviors.

### 2.1 Physics-based Character Control

Physics-based control is a popular approach to generating human motion, because it ensures physical realism in motions of the character and interactions with the environment. Many different approaches have been proposed: open-loop control via optimization [Liu et al. 2010; Mordatch et al. 2012; Sok et al. 2007] and closed-loop feedback control [Coros et al. 2010; da Silva et al. 2017; Lee et al. 2010; Liu et al. 2016; Mordatch and Todorov 2014; Ye and Liu 2010; Yin et al. 2007]. Model-based control is another popular approach, where simplified physical models such as an inverted pendulum are used to predict the current and future trajectory and controls are performed based on that information [da Silva et al. 2008; Hamalainen et al. 2015; Kwon and Hodgins 2010, 2017; Macchietto et al. 2009; Mordatch et al. 2010; Tassa et al. 2012]. Although the characters are typically actuated by joint torques (motors), some studies developed controllers for muscle-actuated characters to make the characters move in a natural manner [Geijtenbeek et al. 2013; Lee et al. 2019, 2009, 2014; Nakada et al. 2018; Wang et al. 2012].

### 2.2 Deep Reinforcement Learning

Since Peng and his colleagues [2016] introduced deep reinforcement learning (Deep RL) for physics-based characters to the animation research community, these approaches have gained in popularity due to their simple formulation and powerful control capability. Deep RL controllers for various characters have been proposed for quadrupeds [Peng et al. 2016; Yu et al. 2018], flying creatures [Won et al. 2017, 2018], deformable underwater creatures [Min et al. 2019], and humanoid robots [Berseth et al. 2018; Clegg et al. 2018; Lee et al. 2019; Liu and Hodgins 2017, 2018; Merel et al. 2017; Peng et al. 2018; Wang et al. 2017; Won and Lee 2019; Yu et al. 2018]. For humanoid characters, controller design based on imitation learning produces natural looking results when the reward is computed by comparing the given motion capture data (reference motion) and the state of the simulated character. However, these approaches are still limited in their ability to scale to large, heterogeneous datasets and the algorithms only converge when used with a relatively small corpus of data (i.e., each learned policy is only effective on a limited set of behaviors). Controllers for a large number of motion capture clips have also been developed. Bergamin et al. [2019] demonstrated a low-cost and robust controller for Motion Matching which is suitable for real-time applications such as games. Park et al. [2019] demonstrated a controller that is tightly coupled with RNN kinematic controller. Both methods were able to handle 1-2 hours of motion capture...
clips that are composed of homogenous behaviors. Chentanez et al. [2018] proposed a Deep RL formulation with PD controllers, the gains of which are changed by Deep RL policy on the fly. Merel et al. [2019b] proposed an architecture called Neural Probabilistic Motor Primitives for policy transfer of individually learned policies. Both methods were tested on the complete CMU database. However, the generated motions still have motion-quality limitations, and avoid challenging motions, such as breakdancing. In this paper, we overcome these problems by learning a mixture of expert controllers, each of which handles a class of motions.

2.3 Ensemble Methods

The ensemble method is in common use in the machine learning community. The basic idea is to combine several primitive components (e.g., basis functions, learned features, experts on specific task) into a high level component to solve bigger problems. The primitives can be learned in a hierarchical manner [Frans et al. 2017; Hausknecht and Stone 2016; Merel et al. 2019a,b], or an end-to-end manner [Bacon et al. 2017; Sutton et al. 1999; Vezhnevets et al. 2017]. Our controller is based on a hierarchical approach, which uses a mixture-of-experts, each expert provides effective control over only part of the desired space of behaviors. We use a weighted sum to combine actions from the experts [Jacobs et al. 1991] to achieve control over the whole space. Recently, Peng et al. [2019] proposed a multiplication method to combine the experts, however, we opted for the summation instead because it showed better performance in our experiments. In physics-based character animation research, there exist earlier studies which focused on composing different controllers [da Silva et al. 2009; Faloutsos et al. 2001], hierarchical methods have also been used to solve high-level tasks [Coros et al. 2009; Peng et al. 2019] and locomotion skills [Peng et al. 2016, 2017].

2.4 Kinematic Controllers

The input of our framework is a controller that is used to generate a large reference library and we use existing kinematic controllers for this task. Many kinematic controllers have been developed on top of the motion graph construct [Kovar et al. 2002; Lee et al. 2002], which builds a graph by treating each pose as a node and providing connections when poses are sufficiently similar. In the game industry, Motion Matching [Clavet 2016] is often used. This approach is similar to a motion graph but optimized for real-time performance and responsiveness. Recently, controllers based on deep neural networks (DNN) have been developed, DNN with varying weights [Holden et al. 2017; Starke et al. 2019; Zhang et al. 2018], RNN [Lee et al. 2018]. To show the generality of our approach, we built two systems, one uses a motion graph constructed from the entire CMU motion capture database, and the other one uses a phase-functioned neural network (PFNN) motion controller [Holden et al. 2017].

3 OVERVIEW

Our framework takes a kinematic controller capable of generating a broad variety of behaviors as input and creates a universal dynamic controller that can generate physically simulated motion that is similar to that of the input controller. Figure 2 illustrates the framework. The first step is to create a library of reference motions. We do this by generating a large number of long (10 s) sequences by applying random inputs to a controller such as a motion graph or PFNN. The goal is to have a library that is large enough to cover the range of behaviors that that controller can produce. The reference library is then clustered to group like motions together. Motions from each cluster are used to train dynamic controllers using deep reinforcement learning (Deep RL). We call those controllers experts. The experts are combined together, and a dynamic controller is trained for the entire reference library by using a mixture-of-experts (MOE) method.

Figure 3 depicts the run-time system that generates a new motion. The input kinematic controller is used to create a new reference motion that should be simulated, based on a random walk or user input. The dynamic controller (MOE) generates a target posture for the simulated character while considering the physical state of the
character and the reference motion. The character is actuated by joint torques computed from PD servos, and the physical simulation updates the state of character.

We explain each of these steps in more detail in the next three sections.

4 REFERENCE MOTION PREPARATION

Given the input kinematic controller, we first create reference motions from the controller, then cluster them into groups of like motions. The clustered reference motions will be inputs to the learned dynamic controller. The framework is agnostic to the form of the input controller and we test with two: a large motion graph constructed from eight hours of data representing a variety of different behaviors, and an available PFNN model for locomotion [Holden et al. 2017].

4.1 Motion Graph Construction

We use the CMU motion capture dataset [CMU 2002] included in the AMASS dataset [Mahmood et al. 2019] to build a motion graph. The motion graph is represented as a directed graph with nodes, where we use a frame number as the node labels. For each motion, we create a motion graph where each node represents a frame and each edge represents a transition between frames. The existence of an edge from frame $n$ to frame $m$ implies that the character is actuated by the same joint torques from frame $n$ to frame $m$.

The motion graph is generated by starting from a randomly selected node and then randomly selecting the next node. The traversal process repeats until the generated motion is a closed loop. We generate reference motions from the motion graph to serve as one of our input controllers. It has more than nine hours of motion capture, spanning over 100 subjects. The motions in the dataset are highly diverse and unstructured because the data were captured from different subjects and marker setups. We excluded motions that contained physical interactions with other subjects, large or heavy objects, or rough terrain in a semi-automatic manner because motions that include significant interaction with the environment are not realistic in our framework. Approximately eight hours of motion remained. The AMASS dataset uses the statistical body shape prior called SMPL-H [Loper et al. 2015], where the body shape and motions are modeled as separate parameters. As a result, motions can be retargeted by assigning the same body shape parameters to all motions. We used a male model whose body shape parameters are that of the average male. The root joint is offset based on the minimum height for the contact points in each motion. This simple algorithm does not fix all the contact errors caused by retargeting but remaining errors will be fixed through the dynamic controller.

We then construct a motion graph [Kovar et al. 2002; Lee et al. 2002] from the retargeted motions. The motion graph is represented as a directed graph structure $G = \langle N, E \rangle$, where $N, E$ are a set of nodes, edges, respectively. A node represents one temporal moment, for which we use a frame number by assuming a fixed FPS (frames per second). The existence of an edge from frame $n$ to $m$ implies that playing frame $m$ after frame $n$ will not result in a visible discontinuity in the motion. Given motion clips with a total of $K$ frames, we first create $K$ nodes, then compare each node pair and create an edge from frame $n$ to frame $m$ if the distance $D(n, m)$ is less than the user-provided threshold $\delta$. We consider several consecutive differences simultaneously to enforce smoother transitions.

$$D(n, m) = \sum_{k \in \mathbb{N}} d(n + k, m + k)$$

$$d(n, m) = w_1 \frac{d_q}{|\mathcal{F}|} + w_2 \frac{d_v}{|\mathcal{F}|} + w_3 \frac{d_{ee}}{|\mathcal{F}|} + w_4 d_{\text{root}}$$

where $x$ is a temporal window, for which we use $\{0.0, 0.3, 0.6\}$ seconds. $d(n, m)$ is per-frame difference from frame $n$ to frame $m$ that includes four terms, $d_q$, $d_v$, $d_{ee}$, and $d_{\text{root}}$ are joint angle, joint velocity, end-effector positions, and the joint root position differences, respectively. $w_i$ is a relative weight for each difference. $\mathcal{F}$ are sets of all joints, end-effectors, whose cardinalities are $|\mathcal{F}|$. Normalizing each difference makes tuning the weight values more intuitive. The four terms are defined as follows

$$d_q = \sum_{j \in \mathcal{J}} |J| \log((q^n_j)^{-1} \cdot q^m_j)||^2$$

$$d_v = \sum_{j \in \mathcal{J}} |J| |\omega^m_j - \omega^n_j||^2$$

$$d_{ee} = \sum_{j \in \mathcal{E}} \exp(-(h^n_j)^2 / \sigma_h) ||p_j^n - p_j^m||^2$$

$$d_{\text{root}} = ||\bar{p}^n - \bar{p}^m||^2$$

where $q_j \in SO(3)$, $\omega_j \in \mathbb{R}^3$ are the orientation and angular velocity of $j$-th joint (both values are represented with respect to the parent joint), $\alpha_j$ is a joint weight value. We use quaternions to represent orientations, and log is the logarithm of quaternion which maps the quaternions to an axis-angle representation. $p_j \in \mathbb{R}^3$ is a position of $j$-th joint, $h_j$ is a height from the ground, and $\bar{p} \in \mathbb{R}^3$ is a projection of the root joint position on the ground. The term $d_{\text{root}}$ is not only encouraging a match between end-effector positions but also inferring contact states of the end-effectors automatically from their height above the ground. End-effectors that are close to the ground have a large weight value. This fully automatic inference of contact states is advantageous for large motion datasets composed of highly diverse behaviors because manual or semi-automatic contact state labeling is impractical. Once edge generation is complete, we find the largest weakly connected component from the graph to prune dangling nodes. We experimented with using just the strongly connected component as was done by [Lee et al. 2002], but too many nodes were pruned from the graph because of the diversity of the behaviors in our graph.

4.2 Motion Generation and Clustering

We generate reference motions from the motion graph $\mathcal{G} = \langle N, E \rangle$. The motion is generated by starting from a randomly selected node $n$, traversing to an adjacent node $m$ through a random outgoing edge. The traversal process repeats until the generated motion is a given length $L$ (10 s in our implementation). Because our graph is a weakly connected component, a random walk in the graph could arrive at a dead end, where the current node has no outgoing edge. When this happens, we backtrace until an unvisited outgoing edge appears, and repeat the random traversal. If the backtrace reaches the initial start node, we choose another start node randomly. We created 8192 reference motions, approximately 23 hours in total.

Motion clustering is used to divide the reference motion library into groups that contain homogeneous data. The clustering information will be utilized to train the experts on groups of like behaviors and to ensure that the training data for the universal dynamic controller is balanced across the kinds of behaviors in our reference library. We developed a simple but efficient clustering algorithm...
inspired by [Onuma et al. 2008]. We first compute a feature vector 
\(e = (K_1^\parallel, K_1^\perp, E_1, \cdots, K_{j'}^\parallel, K_{j'}^\perp, E_{j'})\) for each motion
\[
K_1^\parallel = \frac{1}{N} \sum_{j} \|v_j^\parallel\|^2, \quad K_1^\perp = \frac{1}{N} \sum_{j} \|v_j^\perp\|^2, \quad E = \frac{1}{N} \sum_{j} \|a_j\|^2
\]
where \(N\) is the number of frames, \(K_1^\parallel, K_1^\perp \in \mathbb{R}\) are average kinetic energies in planar and vertical directions, respectively, \(E \in \mathbb{R}\) is an approximation of energy expenditure, \(v_j^\parallel \in \mathbb{R}^2\) and \(v_j^\perp \in \mathbb{R}\) are linear velocities projected to the ground and to the gravitational direction, \(a_j \in \mathbb{R}^3\) is the acceleration of the \(j\)-th joint. Once the feature vectors are computed, we run a \(k\)-means clustering algorithm to create 8 clusters for our experiments.

5 DYNAMIC CONTROLLER LEARNING

We learn a combined dynamic controller for a set of experts, which are dynamic controllers learned individually for each cluster of reference motions. The dynamic controller is a universal control policy that can produce a physically correct version of any reference motion generated from the input controller. This hierarchical learning strategy allows the control to learn a large database of diverse reference motions more efficiently. For our dynamic controllers, we use non-linear policies represented by deep neural networks, which are learned by an imitation learning method similar to that used by [Peng et al. 2018]. We made several improvements so that it can be applied to a large dataset including diverse and heterogeneous behaviors. These are described below.

5.1 Reinforcement Learning Formulation

Reinforcement learning is a method that can be used to control a Markov Decision Process, where the agent interacts with the environment by performing an action \(a \in \mathcal{A}\) determined by its policy \(\pi : \mathcal{S} \rightarrow \mathcal{A}\), where \(\mathcal{S}, \mathcal{A}\) are domains of states, actions, respectively, a state \(s \in \mathcal{S}\) is an observation of the environment from the agent. Whenever a new action \(a\) is performed, the current state \(s\) changes into the new state \(s'\), and the agent gets a reward \(r(s, a, s')\) which provides information about how desirable the state transition was. The goal of reinforcement learning is to find the optimal policy that maximizes the average cumulative rewards \(\sum_{t=0}^{\infty} y^t r_t\), where \(y \in (0, 1)\) is a discount factor that determines how far into the future is considered by the policy and also makes the sum finite.

The state in our RL formulation has the state of the physically simulated character, the states from reference motions, and the state differences between the simulated character and the reference motions:
\[
s = (s_{\text{sim}}, s_{\text{ref}}^1, \cdots, s_{\text{ref}}^K \odot s_{\text{sim}}, \cdots, s_{\text{ref}}^K \odot s_{\text{sim}})
\]
where \(s_{\text{sim}} = \{p_j, q_j, v_j, \omega_j\}_{j=1}^{[j']}\) includes the position \(p_j \in \mathbb{R}^3\), orientation \(q_j \in \text{SO}(3)\), linear velocity \(v_j \in \mathbb{R}^3\), and angular velocity \(\omega_j \in \mathbb{R}^3\), and \(s_{\text{ref}}^K \odot s_{\text{sim}}\) are relative weights for orientations, positions, respectively, and \(s_{\text{ref}}^K \odot s_{\text{sim}}\) is an approximation of energy expenditure, \(E \in \mathbb{R}\). We first compute a feature vector (4), which is a projection of the root joint transformation to the ground.
\[
\hat{p} = p_1 - \frac{p_1 \cdot u_{up}}{\|u_{up}\|}, \quad \hat{q} = \text{RotationMatrixToQuaternion}(x^T, y^T, z^T)
\]
\[
x = y \times z, \quad y = \frac{v_{up}}{\|v_{up}\|}, \quad z = \frac{\hat{z}}{\|\hat{z}\|}
\]
where \(\hat{q}, \hat{p}\) are the orientation, position of the root joint projected to the ground (Figure 5), \(u_{up}\) is the up-vector direction that is perpendicular to the ground and parallel to the gravity direction, \(u_{\text{facing}}\) is the facing direction of the root joint. The input motions are represented by \(s_{\text{ref}}^1 \odot s_{\text{sim}}, \cdots, s_{\text{ref}}^K \odot s_{\text{sim}}\) are included to increase performance and to accelerate learning speed [Bergamin et al. 2019]. Please note that we use information that can be created automatically from the reference motions (e.g., joint angles and velocities). The design is similar to [Park et al. 2019], except for the addition of the state differences as outlined above. This state representation is advantageous in learning a controller for a large heterogeneous dataset that includes highly diverse and unstructured behaviors because it does not require any prior knowledge and manual labels on input reference motions such as a phase variable [Peng et al. 2018] or the internal state of kinematic controllers [Bergamin et al. 2019]. Furthermore, it enables transfer learning between dynamic controllers, given that all the dynamic controllers share the same state representation. The action space of our dynamic controller is a target posture \(\{q_2, q_3, \cdots, q_{[j']}\}\) excluding the root joint.

Our reward function provides a way to measure the difference between the simulated character and the current reference motion. The reward function is a multiplication of five terms
\[
r = r_{\text{pose}} \cdot r_{\text{vel}} \cdot r_{\text{ref}} \cdot r_{\text{com}} \cdot r_{\text{root}}
\]
where \(r_{\text{pose}}, r_{\text{vel}}\) measure differences of joint angles, velocities, respectively. The terms \(r_{\text{ref}}\) and \(r_{\text{com}}\) reward matches in the positions of the end-effectors and center-of-mass and are the same as those used in [Peng et al. 2018]. Because all terms are computed from relative values measured with respect to the root joint, they only measure relative differences. To reduce global differences between the simulated character and the reference motion, we add a final term
\[
r_{\text{root}} = \exp\left(-\frac{w_q \|\log(q_{\text{sim}}^{-1} \cdot q_{\text{ref}})\|^2 + w_p \|p_{\text{sim}} - p_{\text{ref}}\|^2}{\sigma_{\text{root}}}ight)
\]
where \(q_{\text{sim}}, p_{\text{sim}}\), \(q_{\text{ref}}, p_{\text{ref}}\) are facing transformations as explained in equation 5, \(w_q, w_p\) are relative weights for orientations, positions, respectively, and \(\sigma_{\text{root}}\) is a degree of sensitivity on the difference. The beauty of reinforcement learning is that it can learn complex control policies from a simple scalar-valued reward function. However, because of that simplicity, the definition of the reward function can have a significant impact on the resulting control policy. We tested several reward function designs that had been
used in prior work for reference motions ranging from simple ones (standing, walking, and running) to complex ones (ballroom dancing, breakdancing, and gymnastics). We found that a multiplicative reward [Lee et al. 2019; Park et al. 2019] has several benefits in imitation learning compared to the additive reward used in [Peng et al. 2018, 2017]. First, it shows better performance for reference motions that require agile and subtle behaviors such as dancing. In our experiments, the additive reward usually satisfied only a few terms rather than balancing the reward among all terms. With the multiplicative reward, all terms were forced to be non-zero to obtain a reasonable reward. The multiplicative reward also has fewer parameters because weights to balance among the terms are not needed because the standard deviations in the exponential functions only influence the importance of each term, whereas the relative weights existing outside the exponential functions also influence in the additive reward. We also found that different behaviors require different relative weights when the additive reward function is used but not when the reward is multiplicative. We show the effectiveness of the multiplicative reward over the additive reward in Section 6.

5.2 Learning

We use the proximal policy optimization (PPO) algorithm [Schulman et al. 2017] to learn the dynamic controller. The algorithm utilizes stochastic policy gradients with the generalized advantage estimator $GAE(\lambda)$ and multi-step returns $TD(\lambda)$. An important idea of PPO is to prevent the new policy from changing significantly from the current policy by using a clipped surrogate objective with a clip parameter $\epsilon$. The algorithm has been used in many of the state-of-the-art examples of physics-based character control [Bergamin et al. 2019; Lee et al. 2019; Park et al. 2019; Peng et al. 2018; Won and Lee 2019; Yu et al. 2018].

Early termination ends the current episode before the predefined maximum length when the motion has failed. The most popular termination method is to check collisions between the simulated character and the ground. For example in an walking controller, we can check whether any body is in contact with the ground other than the feet. As pointed out in [Peng et al. 2018; Won and Lee 2019], controller learning was not possible without early termination because it increases sample efficiency significantly and prevents the algorithms from falling into bad local minima.

In our system, simple early termination conditions are hard to identify because our reference motions are diverse. [Bergamin et al. 2019] proposed checking the height of the head but we have motions on which the character spins on his head. Further, our reference motions include motions in which the points of contact change such as walking followed by crawling. Instead of using behavior-specific early termination conditions, we perform early termination based on the reward value similar to [Babadi et al. 2019; Xie et al. 2019]. More precisely, we terminate the current episode if the average reward value for $l$ is less than $\rho \times r_{\text{max}}$, where $l$ and $\rho$ are temporal and qualitative tolerances, respectively, and $r_{\text{max}}$ is the maximum value of the reward function, which is 1.0 in Equation 6. We found that early termination by reward best performs when it is used with the multiplicative reward because the reward value is equally affected by all sub-terms and terminates episodes whenever the current episode does not satisfy any sub-term, this increases sample efficiency.

5.3 Learning a Mixture-of-Experts Policy

Learning a single controller for heterogeneous behaviors is challenging because strategies must be learned simultaneously to control different behaviors such as walking, crawling, breakdancing, and ballroom dancing. To address this challenge, we propose a controller based on mixture-of-experts (MOE). Figure 4 shows an example of the MOE structure. Given the reference motions clustered into eight groups, we first learn dynamic controllers $\pi_0, \ldots, \pi_7$ (experts) separately. The experts are specialized controllers for each cluster, and they are combined together with a gating network. The combined controller $\pi(a|s)$ is computed by a weighted sum of the experts.

$$\pi(a|s) = \sum_{i \in E} w_i(s) \pi_i(a|s), \quad w_i(s) = \frac{\exp(g_i(s))}{\sum_{i \in \mathcal{E}} \exp(g_i(s))} \tag{8}$$

where $\mathcal{E}$ is a set of the experts, $w_i(s)$ is a weight on the $i$-th controller whose value is computed by the softmax values on the output of the gating network $g(s) = (g_0(s), g_1(s), \ldots) \in \mathbb{R}^{\mathcal{E}}$. Finally, we learn the combined controller with the entire library of reference motions. During learning, all weights for the gate network and the experts are updated end-to-end to allow further improvement for the entire library. We re-sampled reference motions so that the number of motions in each cluster are similar. This resampling reduces data imbalance that leads to the forgetting problem in learning a combined controller, where experts easily lose their specializations and adapt only to new data. For example, if we learn a controller by random selection from the database, all expert controllers would be adapted to the ordinary behaviors such as walking because they appear most frequently in the database. This hierarchical strategy has several benefits compared to learning from scratch. First, the expert controllers can be tuned to focus on smaller and homogeneous data, which allows us to cover broader range of behaviors. Second, the structure is scalable and reusable. When new reference motions are added, existing experts can be combined with a new expert to make another controller.

6 RESULTS

Figure 5 shows our simulated characters and Table 2 includes their physical properties. We have different models for the characters.

Table 1. Simulation and learning parameters

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Control rate (Hz)</th>
<th>480</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy learning rate ($\alpha_p$)</td>
<td>$1.0 \times 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>Value learning rate ($\alpha_v$)</td>
<td>$1.0 \times 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>Discount factor ($\gamma$)</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>GAE and TD ($\lambda$)</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td># of tuples per policy update ($T$)</td>
<td>8192</td>
<td></td>
</tr>
<tr>
<td>Batch size for policy update ($n$)</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>Iteration for policy update ($N$)</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Clip parameter ($\epsilon$)</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 4. A Mixture-of-Experts Structure. An output action $a$ is generated by a weighted sum of the outputs of the eight experts $\pi_1 \cdots \pi_8$, where the gating network followed by the softmax function generates the weights.

Table 2. Properties of the characters

<table>
<thead>
<tr>
<th>Property</th>
<th>AMASS</th>
<th>PFNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joints (=Links)</td>
<td>19</td>
<td>22</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>53.5</td>
<td>48.3</td>
</tr>
<tr>
<td>Height (m)</td>
<td>1.61</td>
<td>1.50</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>57</td>
<td>60</td>
</tr>
<tr>
<td>State dimension</td>
<td>1880</td>
<td>2153</td>
</tr>
<tr>
<td>Action dimension</td>
<td>51</td>
<td>54</td>
</tr>
<tr>
<td>Lateral Friction Coefficient</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Rolling Friction Coefficient</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Restitution Coefficient</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

depending on the input controller (motion graph or PFNN) because we use the provided model for PFNN with no changes [Holden et al. 2017]. Our characters are modeled as articulated rigid bodies, where bodies are connected by 3-DOF spherical joints and 1-DOF revolute joints. The hierarchies of our characters match the reference motions except that we removed the finger and toe joints. We adopt similar mass distributions to [Peng et al. 2018], and attached a stable PD servo [Tan et al. 2011] with manually assigned gains and torque limits for each joint.

We used PyBullet [Coumans and Bai 2019] to model and simulate the physical environment and the OpenAI baseline [Dhariwal et al. 2017] implementation for the PPO algorithm. All expert controllers use neural networks with two fully-connected layers and 256 hidden units for each layer. The gating network in the combined controller uses a neural network with two fully-connected layers and 128 hidden units in all experiments, where the internal layers use ReLu non-linear activation. Table 1 includes the parameter values used for simulation and Deep RL. The same values were used for all experiments unless noted.

All computations were performed on 2 CPUs (Intel Xeon CPU E5-2698 v4), with 40 physical cores total. Building a motion graph, generating reference motions, and clustering takes approximately 6, 1, and 0.5 hours, respectively. The learning of the expert controller usually converges after 1e8 transition tuples are generated, which takes approximately 3 days in our implementation. For clusters that contain difficult motions such as breakdancing, training requires twice as much time. Learning a combined controller for the entire reference library requires 3e8 tuples for full convergence (approximately 10 days).

To generate 1 s of motion at run-time, requires approximately 1 s when a motion graph is used to produce the new reference motion (the motion that will be simulated) and 1.5 s when a PFNN controller is used (with a single thread). The time includes the generation of the new reference motion, evaluation of the deep neural network controller, and the physics simulation. PFNN requires more time to generate the new reference motion because of the network evaluation. Our implementation for all components is in Python and presumably a C/C++ implementation would provide better run-time performance.

6.1 Motion Clustering

We clustered the entire reference library of 8192 motion clips of 10 s each into eight groups. The left image in Figure 6 shows a two-dimensional view of the clustering results and representative postures corresponding to the clusters are shown on the right. The number of motions varies across the cluster. For example, the largest cluster (cluster 0) includes approximately 4000 motions, the smallest cluster (cluster 7) only includes 8 motions. This imbalance is because our motion database has many ordinary behaviors such as walking, running, and standing, while it has only a few clips for unusual behaviors such as breakdance, Indian dance, and ballroom dance.

6.2 Mixture-of-Experts Controller

As described in Section 5.3, we sampled reference motions equally from each cluster when learning the combined controller to prevent the controller from only learning the motions in the large clusters. Our controller was able to generate most of the reference motions successfully, it can also generate motions from reference motions
which were not seen during training. Figure 1 depicts a set of simulated characters imitating reference motions (seen and unseen). All of the characters are controlled by the single combined controller.

6.3 Comparing Controller Designs

To understand the effectiveness of the design of our controller, we compared its performance with other possible design choices (see Figure 8). We explore the importance of experts in controller design and how best to reuse existing experts when new motions are added. A beginner is a controller whose structure is the same as an expert but it is not pre-trained for any specific cluster (i.e. the network weights are randomly initialized). Blue indicates that the controller is trainable during the training, whereas grey means that the weights are fixed. We experimented with eight different designs: (a) our MOE controller (experts are all pre-trained, cover all eight clusters and can be modified during the training), (b) all beginners (learning from scratch), (c) the experts are fixed during combined controller learning, (d) mix of fixed experts and beginners (e) fixed experts trained for only ordinary behaviors such as walking, running are included (f) fixed experts trained for unusual behaviors such as dancing, (g) an addition of beginners to (e), and (h) addition of beginners to (f).

The second graph in Figure 8 shows a comparison of those eight designs. We measured performance of the controllers by the average elapsed time until falling $K$. Given a reference motion with length $T$, $K$ means that the character falls down after $K \times T$. For example, $K = 0.5$ implies that the character falls down after half the time has passed. We randomly selected 100 motions from each cluster to compute the values. The result shows that our controller (a) is superior to other controllers for all clusters on average. We spent the same training time for all designs. Mixture of beginners (b) does not learn the difficult motions (clusters 2, 3, 7) successfully. As expected the fixed experts in (c) perform less well than trainable experts (a). We had hoped that beginners (d) would improve the performance over fixed experts but that was not the case. It appears that training beginners and the gate function at the same time is too difficult. The final four designs (e-h) are additional experiments with beginners (with either the ordinary or unusual experts deleted) and again the beginners fail to compensate for the missing experts.

The third graph in Figure 8 illustrates the importance of training on balanced data for the clusters that have few motions (2, 4, and 7) where the performance is significantly degraded when training occurs with a randomly selected (and therefore unbalanced) data set. The last two bars in this figure shows that the performance of experts on the cluster that they were originally trained on is lower after they are trained in concert with the mixture graph. This result implies that there is a trade-off between generalization (the ability to create a combined controller that can perform all motions in a large corpus) and specialization (the ability to perform just one behavior well).

6.4 Additive vs. Multiplicative Reward

Figure 9 shows a comparison between dynamic controllers learned by the additive reward (top) and the multiplicative reward (bottom). All weights and variances for the reward functions were kept fixed for all experiments. In a simple and low-energy reference motion (a), we see only a small difference in the pose, but our multiplicative controller overshoots a little less. In the reference motion (b), the foot positions are more accurate with the multiplicative reward. In one of the most challenging reference motions, (c), which includes agile footsteps, a back-flip, and a handstand, only the multiplicative
A Scalable Approach to Control Diverse Behaviors for Physically Simulated Characters

controller was successful at learning the behavior even after the additive controller trained for 2e8 transition tuples. These results imply that our multiplicative reward is general enough to be applied to highly diverse behaviors without requiring behavior-specific parameter tuning.

6.5 Early Termination based on the Reward
We compare our early termination strategy based on reward values to one of the most popular strategies, which is based on checking collisions with the ground. Figure 10 shows the qualitative comparisons. For collision-based early termination, we need to manually select the body parts that are not allowed to collide with the ground. Which body parts should be selected depends on the behavior. In contrast, our reward strategy does not require any behavior-specific prior knowledge. Our early termination strategy was able to learn dynamic controllers for both reference motions as was the manually determined termination strategy.

6.6 Application to Other Kinematic Controllers
Most kinematic controllers can easily be integrated into our system as illustrated in Figure 2. To show the generality of our system, we also built a system using an existing state-of-the-art kinematic controller, phase-functioned neural networks (PFNN) [Holden et al. 2017], as the input controller. It requires continuous user inputs to generate motions, where there exist directional (analog stick) and discrete (button) inputs. To mimic the directional input automatically, we use a momentum-based random walk inspired by [Peng et al. 2016].

\[
\begin{align*}
u_i &= \text{clip}(u_{i-1} + \Delta u \cdot m_i, -1, 1) \\
m_i &= \text{clip}(m_{i-1} + \Delta m_i, -m_{\text{max}}, m_{\text{max}}) \\
\Delta m_i &= \text{sign}(U(-1, 1) - \frac{m_{i-1}}{m_{\text{max}}}) \cdot U(0, \Delta m_{\text{max}})
\end{align*}
\]  

where \(U\) is an uniform distribution for given ranges, \(u_i, m_i\) are the current user input, its momentum, respectively. \(\Delta u, m_{\text{max}}\), and \(\Delta m_{\text{max}}\) control the speed of input change, where 0.3, 0.5, and 0.1 were used in our experiment. To mimic the discrete input, we randomly trigger the input with the probability \(\rho\), keep it turned on for a random duration between \((\delta_{\text{min}}, \delta_{\text{max}})\), and repeat this with a fixed interval \(\nu\). We used \(\rho = 0.1, \delta_{\text{min}} = 1.0, \delta_{\text{max}} = 5.0,\) and \(\nu = 1.0\). Because the PFNN controller was learned for locomotion only, two hours of reference motions with three clusters were enough for learning the dynamic controllers in our experiment, where the clusters approximately correspond to standing, crouching, and a mix of walking and running, respectively. Figure 7 shows a screenshot where the simulated character is successfully controlled interactively using joystick inputs from a human user. Examples are included in the accompanying video.

7 CONCLUSION
In this paper, we demonstrate that learning expert controllers for homogeneous sets of behaviors and combining them in a second training phase to create a combined controller allows us to have one, universal controller for a broad set of human motion. Below we...
Fig. 9. Comparison of additive (top) and multiplicative (bottom) rewards.

Fig. 10. Comparisons of early termination methods. Early termination by collision with manual body assignment (top) and early termination by reward (bottom).

discuss limitations of this approach as well as promising avenues for future work.

We made a somewhat arbitrary decision to create eight clusters from the CMU motion capture database and therefore to create eight experts for inclusion in the MOE controller. It would be interesting to see whether larger numbers of clusters (and hence experts) would provide better performance. The expert performance should improve as the motion in the cluster becomes yet more homogeneous but the training of the MOE controller will be more difficult as the number of experts increases and at some point, it will fail to converge. Prior work in the literature indicates that more than 16 experts may present difficulties in learning MOE-like controllers [Peng et al. 2019; Starke et al. 2019].

Although our controller was very successful in reproducing most of the motions in the CMU motion capture database (and combinations of those motions created by a motion graph), that database does not of course span all of human motion. Further experiments would be necessary to see whether our approach of creating a monolithic...
MOE controller can scale to yet larger datasets. There is presumably a limit on the number of experts that can be included without degrading overall performance or causing the learning of the combined controller to fail to converge. A further level in the hierarchy might be needed where a behavior selection algorithm chooses among a set of MOE controllers to select the one that best matches a given reference motion.

There are, of course, reference motions generated from the motion graph on which our controller fails. Further exploration would be needed to classify those failures but we expect that at least some of them may result from failures of the motion graph where the synthetic transitions created in the motion graph are not within the space of natural or physically realistic motion. Other failures are caused by the decrease in performance of the individual experts on their cluster of motions after the combined controller is trained. This represents the basic trade-off between specialization and the ability to have one combined controller that can be used on motions that contain behaviors from multiple clusters.

In the application of this work, it would be expected that the full range of desired behaviors might not be available at the outset. We did not explore network designs that would make it easier to incrementally add new motions and behaviors to the training set but that is a very interesting avenue for future work. We had hoped that beginners might fulfill this need, but our experiments all indicate that training beginners simultaneously with the existing MOE controller results in worse performance than having all motions represented by experts. It is possible that new behaviors and motions might be incorporated by first training new experts and then using the existing controller as a warm start for training a new controller that incorporates the new experts. If this approach for incrementally adding to the training set is successful, then controllers such as the one presented here might begin to play a role similar to that of ImageNet in the computer vision community. When a classifier is needed for a particular application, the standard practice now is to begin with a model trained on ImageNet and then refine the performance with additional training data for the particular application. The standard practice for controllers might be to build on a controller created from the CMU motion capture dataset or the full AMASS dataset and then refine it for the particular behaviors that were needed for a new application such as a video game focused on a particular sport.
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