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Fig. 1. The commercial 16 camera system, an equirectangular depth map, and final color rendering produced from our system.

Designing a fully integrated 360◦ video camera supporting 6DoF head mo-
tion parallax requires overcoming many technical hurdles, including camera
placement, optical design, sensor resolution, system calibration, real-time
video capture, depth reconstruction, and real-time novel view synthesis.
While there is a large body of work describing various system components,
such as multi-view depth estimation, our paper is the first to describe a
complete, reproducible system that considers the challenges arising when
designing, building, and deploying a full end-to-end 6DoF video camera
and playback environment. Our system includes a computational imaging
software pipeline supporting online markerless calibration, high-quality
reconstruction, and real-time streaming and rendering. Most of our expo-
sition is based on a professional 16-camera configuration, which will be
commercially available to film producers. However, our software pipeline is
generic and can handle a variety of camera geometries and configurations.
The entire calibration and reconstruction software pipeline along with exam-
ple datasets is open sourced to encourage follow-up research in high-quality
6DoF video reconstruction and rendering 1.
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1 INTRODUCTION
Head motion parallax or full 6 Degrees of Freedom (6DoF) imagery
is an essential element of the human visual system [Aytekin and
Rucci 2012] and critical for compelling Virtual Reality immersion
into the real three dimensional world [Overbeck et al. 2018; Thatte
et al. 2016]. 6DoF imagery moves beyond traditional pure stereo
and omnistereo [Peleg et al. 2001], providing a more physically
accurate and natural immersive experience. However, designing the
hardware and software for a video capture system to support even
a modest form of full 6DoF head motion parallax involves many
technical challenges.
True immersion requires fully spherical capture that does not

compromise one part of the spherical environment over another.
For instance, horizontally arranged rigs such as those described
in [Anderson et al. 2016; Facebook 2016; Schroers et al. 2018] only
provide horizontal binocular parallax; even a slight head roll or
tilt produces incorrect and disorienting visual results. Full 6DoF
head-motion parallax requires having enough cameras arranged
to evenly capture the full spherical 4π steradians, while providing
sufficient overlap between the individual cameras’ field-of-views
to extract the necessary scene depth information. Doing so with
a minimal, practically feasible camera configuration is a complex
design problem.

In this paper, we describe our complete 6DoF 360◦ video capture
and playback system, including our design methodology, camera
architecture, and associated computational imaging and rendering
pipelines. Our software pipeline is general enough to handle a wide
variety of camera arrays.

Our paper’s contributions include:

• the design of a full 360◦ 6DoF, high quality, video hardware
and software pipeline
• a novel camera design methodology, specification, and opti-
mization procedure
• a high precision markerless intrinsic and extrinsic calibration
procedure
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• a multi-view high-overlap stereo depth reconstruction system
• a generalized view synthesis pipeline for arbitrary camera
arrays including depth estimation and rendering
• open sourcing of high quality per camera footage from many
scenes and the entire software pipeline

Section 2 contains a review of related literature, followed by
a high-level overview of system components in Section 3. The
next two sections cover the camera design and camera calibration
methodology. This is followed by a description in Section 6 of our
multi-view depth reconstruction algorithm. Our corresponding real-
time image-based rendering algorithm is presented in Section 7.
Section 8 presents our results, highlighting our advantages over
traditional omni-directional stereo and our ability to composite
CGI elements. The final Section 9 concludes with a discussion of
opportunities for future work.

2 RELATED WORK
The popularity of 360◦ films stretches back to the late 1950s with
the introduction of Disney’s Circle-Vision 360◦ film America the
Beautiful at the 1958 World’s Fair in Brussels [Disney 2008]. Over
the last two decades, more compact and affordable capture rigs
have been developed (see [Uyttendaele et al. 2004] for a review),
culminating in today’s hand-held consumer 360◦ video cameras.
A large number of 360◦ videos can now be found on the Web for
viewing in VR headsets [Circle 2018; Disney 2016].

When viewed in Virtual Reality, 360◦ videos are much more
compelling if displayed stereoscopically, i.e., with different left and
right eye views. A popular way to achieve this is to encode a separate
360◦ video or panoramic still image for each eye. This approach
is called Omni-Directional Stereo (ODS), and was first suggested
by [Ishiguro et al. 1990] and [Peleg et al. 2001]. An economical
approach to capture an ODS of a still scene is to rotate a video or
still camera on an offset rig or to capture an equivalent hand-held
video. Combinations of stereo matching and/or optical flow can
then be used to create the desired left and right views [Hernandez
2016; Richardt et al. 2013].
To film dynamic omnistereo videos, multiple video cameras can

be arranged in a circular ring and then post-processed to produce the
left and right eye videos. Examples of such systems include the TiME
Lab omni-directional omnistereo multi-camera system [Weissig et al.
2012], Google’s Jump virtual reality video system [Anderson et al.
2016], and Facebook’s Surround 360 system [Facebook 2016]. It is
also possible to use a pair of compact 360◦ video cameras to generate
omnistereo video [Matzen et al. 2017], or to use a rapidly spinning
two-camera rig to produce such content [Konrad et al. 2017].
While omni-directional stereo systems are popular, they do not

support true head motion parallax and also produce artifacts when
the viewer tilts or rolls their head [Anderson et al. 2016; Matzen et al.
2017; Overbeck et al. 2018; Thatte et al. 2016]. Concentric Mosaics
[Shum and He 1999] can support limited side-to-side parallax, but
require storing a large number of video frames and still produce
distortions with forward or upward motion.

To overcome these limitations, some systems use geometric proxies
or view interpolation techniques originally developed for image-
based rendering systems. While the earliest lightfield capture and

rendering systems such as the Lumigraph [Gortler et al. 1996] and
Unstructured Lumigraph [Buehler et al. 2001] used global 3D mesh
proxies, more recent systems such as [Hedman et al. 2016; Overbeck
et al. 2018; Penner and Zhang 2017; Zitnick et al. 2004] estimate
per-camera depth maps or pair-wise flow fields [Bertel et al. 2019]
and use these to warp the source images into the desired novel
viewpoints. Other approaches focus on adaptive meshing and mesh
tracking to create temporally coherent geometry [Collet et al. 2015].
We review the related literature on multi-view stereo reconstruction
in Section 6.
To achieve high rendering quality, many of these systems use a

large number of images and cameras swept on an circular arc or
spherical surface [Bertel et al. 2019; Overbeck et al. 2018], which
restricts their use to still scenes. For example, the system built
by [Overbeck et al. 2018] takes between 30 seconds and 33 minutes
to acquire a 360◦ scene. The depth-augmented omni-stereo system
developed by [Thatte et al. 2016] uses two Ricoh Theta 360◦ video
cameras stacked above each other, and so can capture video, but
has view-dependent parallax quality, as does the system developed
by [Matzen et al. 2017].
Our system is the first to produce a high-resolution 360◦ video

experience with geometrically correct left and right eye images at
interactive rates. Like some of the previous systems, it estimates per-
input depth maps; it also de-noises these depth maps temporally
to reduce flicker (Section 6). It then uses a discontinuity-aware
rendering algorithm to eliminate ghosting artifacts due to stretched
mesh triangles (Section 7).
Creating a hemisphere of video cameras for 6DoF limited head-

motion parallax is not a new idea [Milliron et al. 2017]. Work by
[Afshari et al. 2013] describe a Panoptic camera composed of 100
VGA CMOS sensors arranged in a hemispherical grid. Similar in
spirit to subsequent lightfield cameras it used small baseline of
many VGA video cameras to capture a hemisphere of data. It differs
from our approach in that they optimized for angular light field
resolution over spatial resolution. As described below, we make
a fundamentally different trade-off for greater spatial resolution
and lower component count, which increases the overall system
reliability and image quality.

3 OVERVIEW
Taking a blank-sheet approach and learnings from several earlier
prototype systems, we stepped back and asked what it would take
to design a camera taking into account numerous factors, including
optimal camera placement, overlap, field of view, large head-box
parallax, resolution, ruggedness, thermal design, streaming, calibra-
tion, depth reconstruction, and real-time rendering. We designed it
to be up and running within 30 minutes2 from unboxing to record-
ing - something we’ve tested and achieved. However, meeting all
of these competing design parameters comes at a cost. Our rig is
1 meter in diameter and weighs ∼ 37kg and is not portable, but is
relatively easy for two grips to handle and move around on set -
again something we’ve actually tested.

2Most professional cameras take around 10 minutes to setup.
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