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ABSTRACT
In this paper we present a deployed image recognition system used in a large scale commerce search engine, which we call MSURU. It is designed to process product images uploaded daily to Facebook Marketplace. Social commerce is a growing area within Facebook and understanding visual representations of product content is important for search and recommendation applications on Marketplace. In this paper, we present techniques we used to develop efficient large-scale image classifiers using weakly supervised search log data. We perform extensive evaluation of presented techniques, explain practical experience of developing large-scale classification systems and discuss challenges we faced. Our system, MSURU, outperformed current state of the art system developed at Facebook [23] by 16% in e-commerce domain. MSURU is deployed to production with significant improvements in search success rate and active interactions on Facebook Marketplace.
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1 INTRODUCTION
Facebook Marketplace1 is a social shopping platform enabling hundreds of millions of people to buy and sell items within their community and businesses. The products for sale are posted by the sellers as listings consisting of the title, price, category (e.g., men’s clothing and shoes), images of the product, the seller’s city, and sometimes additional description and attributes like size, brand, or material. (See Figure 1 Center for an example.) Buyers often search for products as a part of their shopping discovery, and they expect the shopping search engine to return all relevant listings. Ranking relevant search results is a difficult problem given the inherent ambiguity of what the searcher finds relevant in the context of the query. Also, there can be a large number of listings in the buyer’s area, many of them with a lifespan of only days if not hours. The problem is further compounded by the fact that unlike the traditional e-commerce setting in which listings are linked to a catalog with an abundance of information about the product, we often only have the title, image, price, category, and the location.

As a single ranking function for relevance is usually expensive to evaluate, a common approach is to break up ranking into separate retrieval and ranking stages, first determining whether the candidate is relevant by a computationally cheap matching of the query/context to the index terms extracted offline from the candidates, and then deciding how relevant it is by scoring the listings only from a relatively small set of candidates which passed the retrieval stage. A simple retrieval system would only consider the listings with terms matching those of the query. While this approach would work relatively well when the information about the product is populated with relevant terms, it is often not the case in our setting as the listings commonly contain only basic information. For example, in purely textual retrieval, a query like shoes for men (Figure 1 Left) would not match the listing with the only text J&M as its title2 (Figure 1 Center) even though based on the picture of the product, it is clearly of men’s shoes. In these cases, matching the query to the information extracted from the listing’s images is crucial to improving the recall of the potentially relevant products.

In this paper, we present a deployed image understanding system called MSURU which generates terms for the images in Facebook Marketplace listings and therefore enables Facebook Marketplace Search retrieval by using image concepts rather than just text. (See Figure 1 Right for an illustration.) To do this, MSURU learns a mapping between an image and a set of queries. Training examples are extracted from search queries and the images in the search result listings determined by user interactions from hundreds of millions of Marketplace Search sessions, truly leveraging Facebook’s scale. This does not require additional curation by human raters. MSURU outperforms the state of the art image classification system developed at Facebook by 16%. Furthermore, its deployment led to more than 6% search success rate increase and more than 1% increase in user interactions in Facebook Marketplace Search.

The rest of the paper is organized as follows: §2 provides an overview of the related work. §3 describes our approach for building

1http://www.facebook.com/marketplace

2J&M is a clothing apparel brand. https://www.johnstonmurphy.com
large scale image classifier for Marketplace, and §4 describes the design and architecture of MSURU. §5 describes the experimental evaluation and the lessons learned during development. Finally, §6 describes the deployment and §7 concludes the paper.

2 RELATED WORK

Recent advances in using convolutional neural networks (CNN) for learning visual representations have led to improved precision of search ranking results. For example, Etsy [22] used a pretrained CNN to extract visual embeddings for product images, which improved the precision of their search ranking. Much of work in image understanding depend on the availability of human annotated data such as ImageNet [12]. The dataset curation process usually involves (1) identifying a set of predefined categories and (2) having human rater annotate through millions of images until enough positive examples are collected for each category. The training schema using such data is also known as fully supervised visual learning.

Despite the effectiveness, there are several drawbacks of using such approach for large-scale applications. For example:

• Usually in such human rated datasets, categories rarely have common intersection with real visual distribution in Web applications such as Marketplace.
• Data manually collected by human raters has significant cost to collect and maintain.
• Human rater data does not scale to the growing needs and evolving nature of Marketplace due to its small scale and slow adaptation (there are a lot more categories in Marketplace than any existing image classification hierarchy).

Given the limitations, it becomes desirable to have scalable approaches to data collection and classifier training that would adapt to application needs. One apparent approach is to use web scraped, noisy data from Flikr [33] or search engines for image classification training. There have been efforts to train image classifiers using web noisy data [4, 8, 9, 13, 20, 26, 27, 30, 35, 41]. However, such data is often limited by the quality of the existing ranking systems of scraped web engines, and therefore classifiers trained on these data cannot provide higher quality than the given system.

On the other hand there are several cases from industry that demonstrated the power of using large-scale, weakly supervised image datasets for effective visual learning. For example, prior study [19] trained convolutional networks to predict words on a collection of 100 million Flickr photos. Sun et al. [31] train convolutional networks on the JFT-300M dataset of 300 million weakly supervised images. Within the search system of Pinterest in [39], the authors use millions of images with 20k classes to train image classifiers using user annotated data from pin-boards. Recently Zhai et al. proposed an extension of the approach of [39] in [40] by using a softmax classification approach to deep metric learning to produce high quality binary embeddings. In another work, Mahajan et al. [23] trained convolutional networks to predict hashtags on billions of Instagram images, achieving state-of-art performance on many computer vision tasks. Authors of [23] confirmed that bigger datasets help to reduce the influence of noise that comes in the dataset, where even with 25% of noise, the accuracy of the classifier decreased only by 2%. Therefore these results suggest that label noise may be a limited issue if neural networks are trained on sufficiently large datasets. Several other works have trained models on web-scale image data for other purposes, such as face recognition [32] and similarity search [18].

In the search domain, using weakly supervised learning can be challenging due to the uniqueness of search data. Different from [16, 29, 37], where the authors trained image embeddings to power visual search, in Facebook Marketplace Search the query data is primarily text based. In the search bar, people issue queries, where each query can be considered as a question, and then they find answer for the query by interacting with search results. This engagement is proactive (initiated by the searcher) and voluntary (searcher chooses whether to engage with the search result or not), which makes the connection very strong. This provides us
a great opportunity to use search data to power product image understanding. In this paper we investigated the power of search data for image classification in the commerce domain. To the best of our knowledge, we are the first to report results on using large-scale, weakly supervised e-commerce web search data with text queries to train convolutional neural networks.

Due to the increased label space for search data and possible duplication of training labels, in this paper we also investigate using sampled softmax approaches. Some of the efforts on sampled softmax include [2, 3] and are targeted to accelerate the training of the image classifiers. We proposed data collection and training techniques, which helped us improve image embedding performance by 16% in e-commerce domain compared to state of the art generic image classifier in [23].

3 APPROACH

On Facebook Marketplace, users are categorized into two types - seller and buyers. Sellers post listings of products they want to sell, and buyers search for and interact with products they want to buy. We use the public information provided by both types of users to prepare a weakly labeled dataset which we then use to train our models. Since this information is provided by millions of users on Facebook Marketplace, we can construct datasets with millions of images within a short time window. Using this mechanism, we collected millions of data points with thousands of labels for our training.

We frame our problem as a multi-class classification task and fine-tune a pre-trained convolutional neural network (CNN) based on ResNeXt [36] described in detail in section §3.3. Some Facebook Marketplace images are high-quality photographs, most product images are taken by less powerful cameras. We trained MSURU image classifier using millions of images in the e-commerce domain using search query data to capture data distribution of Facebook Marketplace. This resulted in gains in offline measurements reported in §5 as well as online search success rate increase reported in §6. Our production MSURU image classification model is trained on a sample of 10k frequent search queries and 40M user interacted product images. A product image is assumed to be relevant to a query if user interactions happened, and the search query then becomes its label. We provide more details on the data collection and preparation in the following sections §3.1 and §3.2.

3.1 Data Collection

As part of the sale process on Marketplace, the seller posts a listing for an item and provides a title and description to the listing, among other things like price, location, etc. Images are also attached to the listing, and the seller can choose one image as the primary image for the item, which becomes the cover photo of the listing.

Buyers can use the search bar to look for products using Marketplace Search. Given the buyer’s search query, the Marketplace search engine returns relevant products from the inventory and displays them to buyers on the landing page as shown in Figure 1. The interface of the landing page displays several details including the title, price and primary image of each listing. This is the only information available to the buyer about the products on that page. The buyer can choose to interact with the search results in a number of ways. A click will result in a product details page with more information about the item, where the buyer can view the product description and browse through all the photos attached to the product item. On this page, the buyer can also choose to message the seller. We refer to this interaction as contact. After the message is sent, both parties can choose to further connect with each other on the sale details. We define the additional interactions, which are equivalent of add-to-cart on e-commerce websites, as in-conversation. This information is logged based on occurrence without any reference to the message content. If none of these actions happen on the search results page, we refer to that interaction as no-click. So each search session might result in a number of no-clicks, clicks, contacts and in-conversations. These interactions are recorded in search logs and we use them to obtain training data for our models.

User interactions serve as a signal linking the query to the image. If the buyer clicked on the product, it is a weak signal that the product is related to the query, because buyers knowingly or unknowingly click on both relevant and irrelevant products as a way to explore the inventory. As a result, the total number of clicks on products is much greater than other interactions. This makes the click data a very noisy signal for relevance between the image and the query. We observed that when a buyer contacts the seller, it usually indicates stronger query-product relevance. When the buyer performs the in-conversation interaction, we get the strongest signal for query-product relevance. In-conversation interaction is even more sparse compared to contact interaction. These three interactions provide positive signals about query-product relevance. On the other hand, there might be no clicks on the search result for reasons other than relevance, such as high price or long distance. Therefore we don’t use no-click products as negative examples for the query during training.

3.2 Data Preparation

We have used search log data from Facebook’s Marketplace Search to observe effectiveness of proposed image classification technology in this paper. Facebook’s Marketplace Search log data is anonymized, has a specified retention time, and is deleted after retention time expires. Let’s call the event of user query at specific time as search query session. The logged data contains timestamp, session identifier, textual query, product identifier, and how the product was engaged (click, contact, no-click, in-conversation). In the remainder of this section we use click as an example interaction, but the same steps were followed to get data from all of the interactions.

From the search logs, we extract the tuple (query, product id) for each product that was clicked for that particular query. Since a particular product might have been clicked for more than one query, we frame the problem as a multi-class classification problem. So each product will be linked to one or more queries. We end up with tuples of the form (list of queries, product id) where the product ids in the set are unique. As detailed above, each product may contain multiple images. Since we are interested in training a classifier on images, we can either choose to use the primary image, a subset of all the images, or the entire set of images as training data. In our experiments, we choose to use the entire set of images as training data in order to maximize the variety of images available for training. We assign the same list of queries attached to the product to all of the images attached to the product.
We treat each distinct query as one of the entries in the label set. Our dataset has a long tail distribution with the vast majority of labels having very few occurrences in the dataset. In order to stabilize training and decrease the dimensionality of the label set, we remove all labels which have fewer than $K$ occurrences in the dataset. We vary $K$ in our experiments as detailed in section §5.6.

**Image deduplication**: When we split the dataset into training and testing data, we need to make sure that the same image is not present in both. Simply removing duplicated images by their unique ids is not very effective because same image might be uploaded multiple times by the same seller and sellers often use a downloaded stock photo of the product. To address this problem, we first compute a compressed embedding vector extracted from the last feature layer of ResNet trained on ImageNet data for all images, and then remove duplicated images that have the same compressed embedding.

In the following section we go into more detail about the structure of the MSURU image classification model.

### 3.3 Image Classification Model

**Model Architecture**: We use residual networks with grouped convolutional layers, called ResNeXt [36]. Our experiments use ResNeXt-101 32×4d, which has 101 layers, 32 groups, and group widths $C=4$. In our experiments, we initialize the weight parameters using the convolutional network from [23] – which was pre-trained on 3.5B Instagram images over 17k hashtags – and then fine-tune on our Marketplace search query data.

**Training Details**: Our models are trained by synchronous stochastic gradient descent (SGD) on 160 GPUs across 20 machines with mini-batches of 5,120 images. Each GPU processes 32 images at a time. For SGD, we use Nesterov momentum [25] of 0.9 and weight decay of 0.0001. Weights of the fully connected layer are sampled from a zero-mean Gaussian with standard deviation 0.01. We adopt the cosine learning rate as in [21], with initial learning rate 0.0005625 per GPU. We train the model for a total of 48 epochs, with epoch size 6,759,000. Similar to [23], we measure the training length by the total number of images processed, which is 324M. We use standard image rescaling and data augmentation as described in [15]. These settings are consistent across fine-tuning experiments. We used the Caffe2 framework [7] to train our MSURU image classifier.

### 3.4 Randomized Softmax

We have a multi-class and multi-label problem where $i$th training example consists of a small set of target classes $T_i$ out of a large universe $|D|$ of possible classes. One of the main difficulties in training is that the computational complexity and memory requirement involved in computing the target class probability and loss function grow linearly with respect to $|D|$, the number of possible classes.

To address this issue, instead of considering all $|D|$ possible classes in the forward pass, we only consider $\text{sampling\_ratio} \times |D|$ classes. Specifically, for the $i$th training example, only the target classes $T_i$ and a small subset $S_i$ of randomly sampled negative classes are used for optimization, i.e. $C_i := T_i \cup S_i$ where $|C_i| = \text{sampling\_ratio} \times |D|$. The proposed approach is based on earlier work [17, 40].

We use Cross-Entropy Loss as loss function. Let $x^j_i$ and $y^j_i$ denote the logit and label of the $j$th class for the $i$th training example, then the loss is

$$\text{loss}_i = -\sum_j T_i \log \frac{e^{x^j_i}}{\sum_k e^{x^k_i}} = -\sum_j \log S_j^j$$

where $S_j^j := \frac{e^{x^j_i}}{\sum_k e^{x^k_i}}$ is the Randomized Softmax for $j$th class, a scaled version of the full softmax. It is not hard to show that the gradient of $\text{loss}_i$ w.r.t $x^j_i$ is

$$\frac{\partial \text{loss}_i}{\partial x^j_i} = \left\{ \begin{array}{ll} S_j^j \cdot |T_i| - y^j_i & j \in C_i \\ 0 & j \notin C_i \end{array} \right.$$ (1)

which can be interpreted as "dropping out" the logits that are not in $C_i$.

### 4 SYSTEM ARCHITECTURE

We now describe the system architecture of MSURU. Facebook’s large-scale image classification system for Marketplace. MSURU is deployed in production and is designed to operate on product images uploaded daily at Facebook scale in a real-time fashion. MSURU is deployed and powers image understanding for Marketplace Search at Facebook. Figure 2 outlines the high-level architecture of MSURU with three subsystems of Offline modeling, Image classification service and Marketplace Search application.

Users of Marketplace Search enter a search query to receive a set of search results, denoted as step 1 on the Figure 2. Retrieval and ranking of search results happens within the Unicorn search system [11], and user interactions with the search results are recorded into the search log. Historical log data may include query and search results, also referred as product documents, that the user interacted with. The user interactions provide implicit feedback about the relevance of the search results, and provide an abundant source of data to train MSURU image classification models.

Search log data is aggregated in Presto [34] distributed SQL query engine for big data, and then consumed by MSURU offline modeling subsystem (step 6 in Figure 2). We select a subset of queries from the search log that will be used for model training and select the images associated with user interactions to train on. Then the model is trained using FBLearner Flow, Facebook’s AI backbone [14], using distributed set of machines with GPU. We perform evaluation of the model using a set of automated offline metrics and human rater evaluation, and deploy the model in production into Visual models storage (step 9 in Figure 2) if the model meets decided quality bar. Once the MSURU model is deployed it can be applied to newly uploaded images of Marketplace products.

When sellers on Facebook Marketplace create a new product item, the MSURU image classification system automatically schedules the processing of product images. MSURU image classification service utilizes a pull-based mechanism where an image uploaded by a client application (step 11 in Figure 2) is added to a distributed processing queue. The inference machines in MSURU pull the enqueued jobs when resources are available and process them asynchronously (step 12 and 13 in Figure 2). On the inference machines the image is resized to 400px in the larger dimension and fed through the classification model which outputs classification scores for predicted queries, as well as image embeddings. Consuming processes can register callbacks when enqueuing jobs, which MSURU
invokes right after each job is processed for immediate usage of results by downstream applications. The processing queue is optimized for high throughput and availability, and utilizes RocksDB [5] for persistence. This pull-based asynchronous architecture provides various benefits including better load-balancing, rate-limiting in scenarios of unexpected spikes in requests (for example, surges in product uploads on Facebook), and the ability to optimize the system for throughput.

Within the image classification system we run a set of models, where MSURU is applied on top of the generic image classifier model. We chose to fine-tune several ResNeXt blocks of the generic image classification model to save on computation capacity. At runtime, the image is passed through a set of convolutional blocks of generic image classification model, and then through a few ResNeXt block of MSURU, the Marketplace specific image classifier.

Results from the image classification are stored in a distributed database and include predicted queries with confidence scores and MSURU convolutional image embedding. We have applied quantization to the embedding produced by MSURU described in detail in [28] and compress the embedding into a binary vector to save storage space. From the database, image classification results are automatically downloaded by the search system and can be consumed within seconds after the listing is created.

In section §5, we show various experiments that helped us to maximize the quality of the MSURU image classification.

5 EXPERIMENTS

In order to build a high quality image classification model out of the data we collected based on different user interaction signals, there are a lot of questions that need to be answered. For training data, ideally we want to build a dataset that covers all existing unique products, with enough images for each product to train the model, and with all ground-truth images. However, search queries have a long tail distribution, have visually overlapping product categories (such as bikes vs road bikes), and user actions can be noisy. For model architecture, ideally we want to fine-tune the entire model to better transfer to new domains, but we are constrained by the computational cost, so we can only fine-tune the last few feature extraction blocks of the model.

In this section, we present an extensive study of building the best MSURU model, examining this from a few different aspects. First we define the metrics used to determine the model quality, then we describe the datasets used for training and evaluation, followed by our experiment results. We started from training on datasets with different label quality in §5.3. To understand the effect of the data distribution, we experimented with square-root data sampling in §5.4. To understand the limit of model convergence w.r.t the number of labels, we experimented with clustered and duplicated query labels in §5.5. In §5.6, we investigated the possibility of training on larger label space with high quality data. To speed up the training process and for better generalization, we experimented with randomized softmax in §5.7. In §5.8, we investigated how much improvement we can achieve by fine-tuning more feature extraction blocks.

After the initial parameter search we finalized our model training details as described in section 3.3. All models reported here are trained with the same parameters unless stated otherwise. We follow the standard practice of training and evaluating our models on separate holdout datasets.

5.1 Metrics

We use two types of offline metrics to evaluate MSURU model for classification and embedding quality respectively.

**Model classification quality**: we use mean average precision (mAP) and ranking average precision (rankingAP) as offline evaluation metrics during model training process. mAP is a general indicator of overall classification accuracy (the higher the better). RankingAP indicates the quality of top predicted labels, which is important to us as we can only save limited number of labels in production (also the higher the better).

**Image embedding quality**: we use the results of the k-nearest-neighbor (kNN) retrieval and calculate the mean similarity (mRel) score for top k results based on the human rated relevance between the query and neighbor images. A higher mRel score indicates closer proximity of similar photos in the embedding space, thus higher quality of embedding. The human rated relevance is based on a 0 to 4 scale, as explained in Table 1. We also compute precision@k (P@k) based on the kNN retrieval results, which is defined as the average
5.2 Training and Test Datasets

Marketplace Search data is collected in the following way: for each user-created “for sale” post on Marketplace we use the search queries that resulted in one of the user actions $A \in \{\text{click, contact, in-conversation}\}$ on the Marketplace post as the labels. We then attach these labels to all photos in the “for sale” post on Marketplace. Note that $A_i$ implies $A_{i-1}$, and the volume of $A_i$ compared to $A_{i-1}$ also decreases as it goes towards final sale. This allows us to collect different weakly-supervised datasets with different levels of quality. While there are orders of magnitude less in-conversation product photos than clicked product photos, the search queries associated with in-conversation photos are much more likely to be true labels and thus result in a cleaner dataset.

For our experiments we created a set of different datasets for training. They are denoted as interaction-dataset size-label size, e.g. ICVS-47M-10k means the photos are in-conversation product photos with 47M photos across 10k labels. Since the label space between datasets can be different, mAP, rankingAP are reported on separate test sets where applicable. For k-Nearest Neighbor retrieval, we use the same candidate pool of 6.7M photos. We compute the 5 nearest neighbor photos from this pool for 200 randomly selected source photos, and compute the mRel metric based on the corresponding 1000 rating scores following the scale in Table 1. Although the highest possible score is 4, because we heavily de-duplicate the dataset with the compressed ResNet image embedding the highest possible relevance is 3 for most query-neighbor image pairs, as the probability of an existing cropped photo is very low. To compute P@k and C@k based on nearest neighbors, we sampled 6500 query images from the candidate pool, computed 10 neighbors per query image and aggregated the results.

5.3 Label quality

In this experiment, we compare the models trained on data filtered by different user interactions, while keeping the minimum number of training photos the same for each data source. As described in previous sections we believe that search data collected based on in-conversation logs are of higher quality than those collected from contact or click engagement actions. Since the latter two have much higher data volume, if we use the same minimum number of photos as the cutoff for valid labels we can get a much larger label space. We also experimented with curriculum training [1]. We fine-tuned the pre-trained model on these three datasets one by one, in two directions, one in increasing noise level and the other vice versa.

From the results in Table 2, we can see that as the classifier shifted from a general image domain to commerce, the image embedding quality improved a lot. Between the model trained on the ICVS-47M-10k dataset and the pre-trained baseline model from [23], although the label space reduced from 17k to 10k, the mRel score increased from 1.319 to 1.528. Therefore, our MSURU classifier out-performed the current state of the art system developed at Facebook [23] by 16% in commerce domain.

From Table 2, we can also see that as we change the user interaction type for datasets Contact-117M-27k and Click-217M-56k, as label space increases the embedding quality is improved. This is reflected in both P@10 and C@10. For results from curriculum training from Table 3, the model trained on three datasets in the Click->Contact->ICVS direction improved P@10 by 5%, compared to the model trained on the ICVS-47M-10k dataset. We hypothesize that Click->Contact->ICVS is better because of combination of curriculum training on larger datasets and higher quality of ICVS dataset or fine-tuning helps to improve embedding quality. On the other hand, the mRel score does not directly correlate with P@10 and C@10. We believe that it is more affected by the dataset label quality, since using Click dataset alone or part of curriculum training both impaired mRel (making mRel lower in both cases).

Based on these findings, we mainly focused on in-conversation datasets for our subsequent experiments.

5.4 Data Resampling

The query frequencies naturally follow a Zipfian distribution. For example, the most frequent query (iphone) in our ICVS-10M-10k dataset appears more than three thousand times as often as the least frequent query (alpina alloy wheels) in the same dataset. Training
on the natural distribution may not be optimal and therefore we consider an alternative way to sample: square root sampling. This sampling strategy has also been used for the training on Instagram images, as in [23]. To perform square root resampling, we compute a replication factor \( r(q) \) for each query \( q \): \( r(q) = \max(1, \sqrt{t} \phi(f(q))) \), where \( \phi(x) = \sqrt{x} \), \( r(q) \) denotes the number of examples for a search query in our dataset, and \( t \) is a hyper parameter that denotes the threshold below which replication happens for the query. Given an image \( I \) with (possibly multiple) queries \( \{q_i\} \) associated, the image-level replication factor for \( I \) is computed as \( r(I) = \max_i r(q_i) \). For a set of \( n \) unique images, a list of training images is constructed by computing the replication factor for each image, duplicating the image the prescribed number of times, and then randomly permuting the list.\(^4\) The threshold \( t \) is selected such that the final list has a target length matching the desired training schedule length. In our case, \( t \) is chosen so that the overall training data size is roughly doubled.

In Table 4, we compare the performance using the original ICVS-10M-10k data vs. resampled dataset. We report the classification metrics on the original test set. As shown in Table 4, resampling effectively improves the mAP by 0.5\%, albeit decreasing the ranking AP from 48.10\% to 43.04\%. For the embedding quality, both P@10 and C@10 improved by 1.4\%, while mRel is about the same. Overall we believe that resampling helps to improve the quality of embedding due to better representation of less frequent classes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>mAP (%)</th>
<th>rank AP(%)</th>
<th>P@10(%)</th>
<th>C@10(%)</th>
<th>mRel</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICVS-10M-10k</td>
<td>21.68</td>
<td>48.10</td>
<td>12.26</td>
<td>42.89</td>
<td>1.383</td>
</tr>
<tr>
<td>resampled</td>
<td>22.15</td>
<td>43.04</td>
<td>12.44</td>
<td>43.52</td>
<td>1.373</td>
</tr>
</tbody>
</table>

5.5 Clustered and duplicated query labels

To investigate the impact on model quality with different number of labels, we use query clustering to decrease the number of labels in the ICVS-10M-10k dataset and label duplication to increase the number of labels in the dataset. By clustering queries we can potentially merge queries of identical meaning and also reduce the granularity of product categorization, while by duplication we can investigate the limit of duplication within which the network can still learn a good representation.

Since the queries come in different languages, we utilize the multi-lingual embedding [10], which is computed for all Facebook search queries. The multi-lingual embedding is trained so that similar concepts in different languages are close to each other in the embedding space. We apply K-means clustering on these multi-lingual embeddings to form \( C \) clusters. We use different values of \( C \in \{642, 1.3k, 2.6k, 5k\} \) as shown in Table 5.

To increase the number of labels, we split each label into \( K \) labels. For example, for the case when \( K = 2 \), say we have image \( I_0 \) with label chair and image \( I_1 \) also with same label chair. We split the labels so that image \( I_0 \) has label chair\(_0\) and image \( I_1 \) has label chair\(_1\). So the number of data points remains the same while the label space is doubled. This way we amplify the label duplication we observed in the original queries. We use different values of \( K \in \{2, 4, 8\} \) as shown in Table 5.

Since the label spaces are different in this experiment, we compare P@10, C@10 and mRel scores from kNN retrieval between different models. From Table 5, we can see that decreasing the number of labels by clustering decreases the quality of the embeddings, reflected in all three metrics. This proves that using the original queries as labels is better than query clustering.

On the other hand, increasing the number of labels by duplication doesn’t have such a clear trend. Even a 4x increase in the amount of duplicate labels gives a model which performs at par with the baseline model. Therefore, we conclude that label duplication does not decrease image embedding quality.

<table>
<thead>
<tr>
<th>Dataset (ICVS)</th>
<th>Technique</th>
<th>P@10 (%)</th>
<th>C@10 (%)</th>
<th>mRel</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICVS-10M</td>
<td>Clustering C=642</td>
<td>11.66</td>
<td>41.77</td>
<td>1.348</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Clustering C=1.3k</td>
<td>11.79</td>
<td>41.48</td>
<td>1.365</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Clustering C=2.6k</td>
<td>11.80</td>
<td>42.13</td>
<td>1.368</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Clustering C=5k</td>
<td>11.89</td>
<td>42.23</td>
<td>1.370</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Baseline</td>
<td>12.40</td>
<td>43.77</td>
<td>1.383</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Duplication K=2</td>
<td>12.23</td>
<td>43.22</td>
<td>1.391</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Duplication K=4</td>
<td>12.91</td>
<td>43.75</td>
<td>1.378</td>
</tr>
<tr>
<td>ICVS-10M</td>
<td>Duplication K=8</td>
<td>13.13</td>
<td>44.62</td>
<td>1.384</td>
</tr>
</tbody>
</table>

5.6 Expand coverage of search queries

In this experiment, we compare the models trained on in-conversation datasets, but increased the label space to incorporate search queries with fewer photos. This is to explore the limit of the label space where we can still achieve similar embedding quality given the cleanest data we have.

From the results in Table 6, we can see that as the label space becomes larger we observe increase in P@10 and C@10, indicating better embedding quality. This also means the network can generalize the pre-trained features to fine-tuning datasets of larger label space. In addition, the mean relevance score (mRel) tends to increase with more training data and labels but somewhat insignificantly. This might be caused by the fact that the extra 37k labels have much less average photos per label compared to the 10k labels sampled from most popular queries.

\(^4\)When an image with multiple queries is replicated \( r(I) \) times, each individual query \( q_i \) is removed as needed such that \( q_i \) is only replicated \( r(q_i) \) times.
Table 6: Model performance comparison with training data collected from in-conversation photos, but varied label space given different minimum photo threshold for each query. Metrics are described in §5.1.

<table>
<thead>
<tr>
<th>Dataset (ICVS)</th>
<th>Threshold</th>
<th>P@10 (%)</th>
<th>C@10 (%)</th>
<th>mRel</th>
</tr>
</thead>
<tbody>
<tr>
<td>36M-10k</td>
<td>1000</td>
<td>12.50</td>
<td>43.23</td>
<td>1.354</td>
</tr>
<tr>
<td>40M-20k</td>
<td>500</td>
<td>12.47</td>
<td>43.99</td>
<td>1.368</td>
</tr>
<tr>
<td>44M-47k</td>
<td>200</td>
<td>12.75</td>
<td>44.35</td>
<td>1.372</td>
</tr>
</tbody>
</table>

5.7 Random Softmax for Large Label Space and Duplicated Labels

We apply the Random Softmax methodology described in §3.4 to ICVS-10M-10k dataset (see §3.1), trained using model architecture discussed in §3.3. We present our findings in Table 7, showing that with sampling ratio 0.8, we achieve better results in all Precision@K, Coverage@K and mean relevance (human rated) metrics; Specifically, we reach Precision@10 +10.7%, Coverage@10 +5%, mean relevance is slightly higher than baseline, which is the full softmax model. Note that in practice, although random softmax required less time to train for each epoch, it takes more epochs to converge to the optimal model than full softmax model. One possible explanation is that in Random Softmax, we only update a subset of logit classes in each iteration, thus it takes more iterations for the model to converge.

We achieve significant improvement in model quality using Random Softmax. Our intuition for improvement of Random Softmax comes from the fact that it helps to reduce model overfitting by forcing model to learn robust representations of target classes by randomly dropping percentage of nodes in softmax layer. During our experimentation we tried to use original drop out (so it could also drop any softmax node including true labels), but it hurts accuracy of the classifier significantly because of not having the right learning true label targets. At runtime inference we keep all the softmax inputs.

Table 7: Precision@K, Coverage@K and mean relevance (human rated) comparison on different random softmax sampling ratio trained on ICVS-10M-10k dataset. Number of epochs of training is reported along the sampling ratio.

<table>
<thead>
<tr>
<th>Sampling Ratio / #Epochs</th>
<th>P@10 (%)</th>
<th>C@10 (%)</th>
<th>mRel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Softmax (B/L) / 10</td>
<td>12.40</td>
<td>43.77</td>
<td>1.383</td>
</tr>
<tr>
<td>0.9 / 15</td>
<td>13.81</td>
<td>46.32</td>
<td>1.334</td>
</tr>
<tr>
<td>0.8 / 20</td>
<td>13.73</td>
<td>46.01</td>
<td>1.395</td>
</tr>
<tr>
<td>0.7 / 20</td>
<td>13.91</td>
<td>46.03</td>
<td>1.353</td>
</tr>
</tbody>
</table>

5.8 Deeper model fine-tuning

In this experiment, we explored fine-tuning different numbers of feature extraction blocks in the ResNeXt-101 architecture on the ICVS-10M-10k dataset to get an idea of how much improvement we can achieve. While we expect the model performance to improve, it is also important to consider the computation cost. To learn the performance upper bound with this fine-tuning approach, we also fine-tuned all blocks in one variant.

From the results in Table 8, we can see that mAP improved as much as 23.6% between full fine-tuning and 1 block fine tuning, while mAP of 3 blocks fine-tuning can also improve over baseline by 16.9%. For kNN retrieval performance, P@10 and C@10 both improved by more than 20% for models with deeper fine-tuning compared to single block fine-tuning. However, the difference in mRel is much smaller – within 5% for full fine-tuning compared to single block fine-tuning. Although the optimal number of fine-tuning blocks may depend on the image data domain, for our use case fine-tuning 3 blocks is a good trade-off between model quality and deployment cost.

In the next section we describe the process of MSURU deployment.

Table 8: Model performance comparison between fine-tuning different numbers of feature extraction blocks in the ResNeXt-101 32x4d architecture on the ICVS-10M-10k dataset, using the model training setup described in §3.3. Metrics are described in §5.1.

<table>
<thead>
<tr>
<th>Fine-tune blocks</th>
<th>mAP (%)</th>
<th>rank AP(%)</th>
<th>P@10 (%)</th>
<th>C@10 (%)</th>
<th>mRel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.67</td>
<td>48.13</td>
<td>12.40</td>
<td>43.77</td>
<td>1.383</td>
</tr>
<tr>
<td>3</td>
<td>24.58</td>
<td>52.23</td>
<td>19.07</td>
<td>53.00</td>
<td>1.439</td>
</tr>
<tr>
<td>5</td>
<td>25.33</td>
<td>52.76</td>
<td>19.97</td>
<td>54.02</td>
<td>1.449</td>
</tr>
<tr>
<td>32</td>
<td>26.79</td>
<td>54.61</td>
<td>21.84</td>
<td>55.49</td>
<td>1.463</td>
</tr>
</tbody>
</table>

6 DEPLOYMENT

MSURU service is deployed within Facebook at scale, offers a cloud API for image classification from images attached to Marketplace products, and processes a large volume of product images uploaded to Facebook.

MSURU image classification system trained on the ICVS-47M-10k dataset was integrated into Marketplace Search within Facebook. We developed several retrieval and ranking features based on outputs of image classification including:

- Textual Query to Image relevance using Siamese networks [6], where the inputs to the model are the embedding vectors of the query and the image of the product result. The objective of training is to minimize classification loss. Query and image embedding representations are passed through separate deep neural network towers and processed by several layers to produce a binary signal, where a positive result denotes a match and negative one denotes a non-match described in more detail in [38]. Query to image relevance via Siamese networks helped us to increase user interactions by over 1% relative.
- Retrieval of products using inverted index match of textual query to image tags produced by MSURU. As result of classification MSURU system assigns set of possible queries, which can be used to refer the product. We kept the top 10 most confident classification assignments. Once MSURU query tags are assigned, textual query entered by user could be matched to MSURU tags during the retrieval within Marketplace Search. This technique helped us to increase search success rate by more than 6% relative and user interactions by over 1% relative.
To understand the impact of MSURU, we did data analysis and share our findings here. In addition to increase in user interactions, ranking features using Siamese networks helped us to improve quality of search ranking measured by human evaluation by matching more relevant products to a given user query by over 9% relative. This is because Siamese network helped us to capture relationship between product images and queries, and helped down-ranking products dissimilar to the query.

We observed that retrieval technique using MSURU were the most effective when products do not have a detailed description. MSURU classification tags for retrieval helped to associate the missing information back to the product. We were also able to return more search results for queries due to ability to tag the product correctly using image classification by MSURU by over 8% relative.

7 CONCLUSION

In this paper we presented approaches for building efficient models for large scale image classification for Marketplace. We presented techniques to train accurate large scale image classifiers with weakly supervised search query data. We performed thorough evaluation, demonstrated the efficiency of our system and shared our practical experience of implementation and usage of the proposed techniques. We deployed MSURU with significant gains in image embedding quality, outperforming state of the art system developed in Facebook by 16% in the commerce domain, and improved user search experience on Marketplace. In future work we aim to extend our learnings to other domains of applications in Facebook using search data.
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