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ABSTRACT
People with dyslexia face challenges expressing themselves in writing on social networking sites (SNSs). Such challenges come from not only the technicality of writing, but also the self-representation aspect of sharing and communicating publicly on social networking sites such as Facebook. To empower people with dyslexia-style writing to express themselves more confidently on SNSs, we designed and implemented Additional Writing Help (AWH) - a writing assistance tool to proofread text produced by users with dyslexia before they post on Facebook. AWH was powered by a neural machine translation (NMT) model that translates dyslexia style to non-dyslexia style writing. We evaluated the performance and the design of AWH through a week-long field study with 19 people with dyslexia and received highly positive feedback. Our field study demonstrated the value of providing better and more extensive writing support on SNSs, and the potential of AI for building a more inclusive Internet.
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1 INTRODUCTION
Although the effect of dyslexia varies widely, it often impacts the ability to process and recognize text. Previous research [46] showed that people with dyslexia face challenges when writing on social media and that writing creates a tension between the freedom of self-expression and the social stigma around “bad” writing. Thus, dyslexia can present an obstacle to one’s self representation on social media.

To better support this community, we designed and evaluated a dyslexia-specific writing support tool to increase confidence and reduce anxiety associated with writing on social media. Although existing general writing tools, such as spell checkers and auto-correct, provide value to the dyslexia community [46], there are some major issues with current tools. First, designed for the general population, these tools are generally less reliable at identifying and remedying the errors that people with dyslexia are prone to making. Second, most existing tools were designed for formal writing tasks such as homework assignments and work communications, making it difficult to provide suggestions or corrections for social media’s linguistic and communication style.

To address this, we designed and trained a Neural Machine Translation (NMT) based spell/grammar checking model to be sensitive to dyslexia specific errors and accustomed to the social media context. The idea is to “translate” text with common dyslexia writing issues to text without, while preserving slang, abbreviations, and hash/mention tags. This is a novel approach for both Neural Machine Translation (NMT) [2] and dyslexia spell checking [44], and we have made two major technical contributions. First, we applied a sequence-to-sequence (seq2seq) model with a character encoder. Second, using the technique of back-translations (and data augmentation in general [17]), we were able to generate a large scale synthetic training data by utilizing public text available on SNSs and injecting common dyslexia writing issues into the text to train our model.
We evaluated our model with datasets of dyslexia style text from social media and other sources [41], and performance was often comparable to mass market tools. We also deployed our model to power an “Additional Writing Help” (AWH) tool (Figure 1) for writing comments on Facebook and conducted a field study with 19 participants with dyslexia. AWH provides suggestions for common dyslexia style spelling mistakes (not content), but currently does not learn and accommodate individual unique patterns of spelling errors and writing style. Participants reacted positively to the tool and reported increased confidence in writing after using it.

2 LITERATURE REVIEW

Dyslexia

Dyslexia is most commonly characterized by various difficulties in word recognition, reading fluency, spelling, and writing [49]. Although the prevalence varies by language [27], it is estimated to affect 10–17% of English speakers [7, 10, 53]. Dyslexia can not only create academic or professional challenges, but also lead to social and emotional consequences [25, 47], such as low confidence in reading and writing [24].

Previous technical approaches to accessibility for dyslexia have focused on reading, including adding colored overlays, deploying special typography, increasing font size and margin space, and a combination of these changes [14, 31, 43]. Others have focused on improving reading comprehension by, for example, modifying content to be easier to read [45]. In contrast, little research has explored improving writing, and those that did have primarily explored and drawn from text samples written for school assignments [41, 42, 52].

Writing on social media

While most research on dyslexia investigates academic or professional settings, many everyday activities rely on reading and writing. One example is social media, which is thoroughly integrated into daily life, with more than 79% of Americans using Facebook and 24% using Twitter [22]. Although photos and videos are common, written text is still a key form of communication on social media. Furthermore, previous research has demonstrated that writing patterns on social media differ from business or academic writing [4, 16].

People often aim to have a positive self-presentation on social media (e.g., [5, 15, 57]. Self-presentation aims to “convey an impression to others which is in his interests to convey” [21]. Successfully managing a positive self-presentation may foster relationships and accumulate social capital [54].

Previous research explored how people with dyslexia experience social media, and found that writing was more challenging than reading [46]. This perception was not only because of the technical challenges of writing, but also because of the concerns about being judged for their writing quality. Due to the prevalence of text (e.g., comments, posts) on SNSs, effective self-presentation involves clearly articulating via writing, and people with dyslexia were not confident about their ability to do so. People with dyslexia reported receiving more writing-related negative feedback on Facebook than people without. Furthermore, when people with dyslexia received negative feedback, they responded more strongly, such as deleting posts or posting less in the future.

However, this study only explored the experience of people with dyslexia on social media, and did not investigate tools to improve their experience. The present study aims to extend this work by building and evaluating a writing support tool designed specifically to support writing on social media by people with dyslexia. We aim to help promote feelings of confidence and ease of writing on social media by alleviating some of the technical challenges of writing.

Dyslexia-specific writing support tools

While there are many general-use writing support tools available, such as spell check, most of them were not designed for the dyslexia community. As a result, they do not account for patterns of errors that are more common among people with dyslexia. For example, many of the popular general-use spell and grammar checkers are weakest at detecting “real-word” errors [41] (e.g., form instead of from), which comprise 17% of errors made by people with dyslexia in English [44].

There have been efforts to create dyslexia-specific spell checkers [32, 41, 44]. Pedler [40] identified sets of words likely to be confused, and enhanced an online dictionary to better detect real-word errors. Real Check leveraged a probabilistic language model, a statistical dependency parser and Google n-grams to detect real-word errors in Spanish [44].

However, one limitation of these dyslexia-specific spell checkers is that they were designed with academic or professional writing in mind, and may not be appropriate for the more casual writing style often found on social media. Furthermore, these systems were tested in experimental or controlled settings, and not over time and during natural use. The current study seeks to extend the research in this space by developing a dyslexia-specific spell checker to support casual writing. We also tested the tool over time and during natural use, exploring the ways in which AI technology can help improve confidence in writing on social media.

Machine learning for spell/grammar checking

There is much NLP research for automated spell/grammar checking [34, 35]. Most popular systems are rule [6, 23, 39] or statistical language model based [18, 26, 38]. Rule-based systems rely on manually-created grammar rules, and are constrained on completeness and adaptability to new grammar and word usage [36]. They are also expensive to adapt for
a new language, since the rules need to be re-evaluated or re-generated. Statistical language model systems leverage large text corpora to detect and correct spelling/grammar errors based on how often the original and the corrected phrase/sentence occur in the training corpus. It is unsupervised and easily portable to other languages as long as sizable training corpora exist. However, a statistical language model can be biased towards the writing style of the training corpus, and can over-ride for low-frequency words/phrases.

Both systems are limited by the types of corrections they make. Rule-based systems only make changes within the range of available rules; statistical language model based systems only make local lexical changes such as word replacement and the addition/removal of small functional words.

NMT-based seq2seq models have potential in overcoming these limitations [12, 28, 56]. Recent work demonstrated that the NMT approach could achieve above-human level performance in grammar correction [19]. However, current models are mostly trained and tested on well-formed, essay-style sentences, with few or no misspellings. It is unclear how they perform over noisy data with errors at lexical, punctuation, and sentence structural levels - as seen in dyslexia style writing on SNSs. We pioneered in this challenging problem space by proposing two new techniques for NMT-based spell/grammar checking: (1) character-level encoding to handle noisy input; (2) data augmentation to generate synthetic training data. However, our goal is not to establish the superiority of NMT models. We aim to understand their effectiveness on end-user experience and their potential to assist the dyslexia community, rather than evaluating performance metrics on standard benchmarking datasets alone.

3 SYSTEM
Collecting dyslexia style writing on social media

Although dyslexia covers a spectrum of conditions with different symptoms, previous research showed differences between the writing mistakes made by people with and without dyslexia [13, 41, 42]. In practice, researchers and educators have observed patterns in the writing of students with dyslexia, such as confusion between similar sounding words, contraction of several words into one, run-on sentences, and misuse of capitalization [3, 20]. To better understand common writing mistakes experienced by people with dyslexia on SNSs, and to evaluate the performance of our AI model on correcting those mistakes, we need to collect social media style writing samples with dyslexic errors.

However, existing datasets of dyslexia style writing are scarce. For English, the only publicly shared one was manually collected and annotated by Pedler [41], from students with dyslexia with writing for school assignments. This is limited for our use, because of: (1) scale: 673 sentences and 835 corrections in total; (2) type of errors: all annotated errors and corresponding corrections are at word/lexical level, with 97.8% of them being real-word errors; (3) writing style: the text does not reflect the linguistic style on SNSs.

To build a corpus of dyslexia style writing on SNSs, we took a similar approach as [1], using misspellings that are common to people with dyslexia to locate dyslexia style text on SNSs. Although [1] shared misspellings, most are long (avg. 9 characters/word) and infrequent on SNSs. We extended their list by mining for dyslexia-specific misspellings:

(1) Manually identifying 60 dyslexia related groups on Facebook by searching for groups with the keywords “dyslexia” or “dyslexic” in their names or descriptions.
(2) Generating a dictionary of word frequencies by aggregating over all English text posts made by US-based members of the selected groups in Nov. 2016. All data was de-identified and analyzed in aggregate such that no individual’s text was viewed by the researchers;
(3) Creating a Facebook vocabulary with tokens that appeared ≥10 times in a random sample of 1 billion English text posts by US Facebook users in Nov. 2016. All data was de-identified and processed in aggregate.
(4) Filtering the dictionary created in 2 through the Facebook vocabulary to find the top 1000 most frequent words used by group members but were not in the Facebook vocabulary.
(5) Manually inspecting the 1000 words retrieved from previous step, filtering out acronyms and proper names, and keeping the rest as misspellings related to dyslexia.

Our approach utilized public text on Facebook to capture social media slang, acronyms, and stylistic misspellings, as well as common typos and misspellings by the general population. This gave us confidence that the misspellings we identified are relatively “unique” to people who participate in dyslexia related groups on Facebook. Some examples of misspellings include: allegys, dyselxia, accedents (A full list of will be shared with the publication of this paper). While our approach might not have a high recall on all misspellings made by people with dyslexia, this was appropriate for our use case since our intent was not to identify people with dyslexia but to collect a sizable sample of social media posts with dyslexia style writing mistakes.

Instead of directly finding text on Facebook containing dyslexia specific misspellings, we searched de-identified status posts to find users who used those misspellings more than 40 times. We then took a de-identified random sample

---

1Restricted to tokens < 20 characters with only English letters
2Other thresholds such as 5 and 20 gave largely consistent results.
3Since groups may be used by parents/teachers, we avoided using membership as label for dyslexia, or text in groups as dyslexia-style writing
4Other thresholds such as 30 and 50 gave largely consistent results.
of 20K public English posts, 10 to 250 characters long, made by those users as a sample of dyslexia style text. In this way, we obtained a sample with a wider range of dyslexia style spelling and writing than the misspellings identified above.

**Understanding dyslexia writing dataset**

Prior work analyzing writing mistakes made by people with dyslexia [41, 42] was done with specific writing tasks (e.g., homework assignments) or types of writing errors (e.g., spelling). To better understand dyslexia writing challenges in the social media context, we designed and deployed the following human review and labeling tasks.

An annotation project manager (PM) was hired to source and train 34 US-based annotators through a third-party crowd-sourcing company, requiring native English speakers with degrees in humanities. We designed two tasks for them, and no identifiable data was shared with annotators for either task. During annotation, the PM reviewed 1% of each 1K labeled results and gave feedback to the annotators.

**Task I: Sentence Rewrite.** This task aimed to fix issues in sampled dyslexia style posts to produce a ground truth dataset for model evaluation. We asked annotators to rewrite a given post, fixing any writing issues, while preserving the meaning, style, and structure as much as possible. All annotators needed to pass an assessment by rewriting 10 posts.

To reduce individual annotator bias, we divided them into rewriters and editors, with rewriters rewriting sampled posts, and editors reviewing the original and rewritten versions and revising again if necessary. 22 annotators worked as rewriters and 14 as editors (2 dual-role). Both rewriters and editors could tag posts as incoherent, non-English, or containing symbols/emoji. We asked annotators to respect the social media writing style and leave Internet slang and memes.

When a post was difficult to understand, we asked annotators to make their best efforts to correct spelling and sentence level problems without making assumptions about the meaning/intention of the post. They also completed a questionnaire after each batch (100 posts) to give us feedback.

It took ~90 seconds to process a post (~60 seconds rewriting, ~30 seconds editing). 85% of the posts in the 20K sample were changed from the original. 1% of posts were tagged as non-English, 3% as incoherent, and 5% as containing symbols.

52% of the rewritten posts were further edited. The relatively low agreement rate between rewriters and editors can be explained by the following challenges, as reflected in questionnaire responses and our examination of the results:

- Writing/editing is a subjective activity, making it difficult to agree on the “best” way of wording a sentence;
- Slang and memes are domain-specific and often require proficiency in Internet culture. We instructed annotators to use websites such as urbandictionary.com and knowyourmeme.com when they were unsure about a term, but still could not guarantee that all slang and memes were preserved in the final version;
- Writing style is subject to individual preference. For example, some consider a sentence with all lower-case letters or no punctuation a stylistic choice, but others do not. The same goes for word choices, such as “havin” ("having"), “u” ("you") and "4" ("for"). While we want to preserve the authenticity of the voice and avoid over-correction, it is challenging since previous research showed that people with dyslexia have trouble with punctuation, capitalization and small words [3].

Such challenges occur in other text correction tasks like grammatical error detection (GED) [8, 11], and the conventional solution is to use more annotators. Two annotators per sentence is a common setup [37]. Despite these challenges, we were able to collect dyslexia style writing on SNSs with relatively high quality corrections that is almost 30 times bigger than existing dyslexia corpora [41]. The following example shows how a post was corrected.

**Original**: what people doin to day
**Rewritten**: what are people doing today?
**Edited**: What are people doing today?

**Task II: Error Labeling.** To understand the distribution of issues in dyslexia style writing, annotators tagged correction type, for a sub-sample of 2300 posts modified in task I.

We provided the annotators with a fixed set of tags, covering spelling, punctuation, capitalization, and grammar. In each category, there were sub-tags for specific issues, such as “spelling - omitting letters” or “spelling - inserting letters”, informed by previous research on dyslexia writing errors [41].

The distribution of issues was: 62% punctuation, 36% spelling, 35% capitalization, and 21% sentence structure. A more detailed break down can be found in table 1.

**Model architecture**

Our goal is to detect dyslexia style writing errors and propose appropriate corrections. Given a sequence of words \( s \) which may contain errors (e.g., “She went to watch speiderman”), we want to produce a new sequence \( s' \) in which errors are corrected (e.g., “She went to watch Spiderman”). This is akin to a translation task where the source language is dyslexia

---

Identifiable text like @name, full name, or phone number was removed for annotation through regular expression pattern matching and review by the PM. We didn’t collect post author information in training data. We also programatically replaced @name with a general @MENTION token and ensured it wasn’t modified in data augmentation, so the model is trained to not alter names in @name form.
Neural Machine Translation using seq2seq models has recently achieved state-of-the-art translation quality [2, 50]. It is trained on parallel sentences, where each example contains a source sentence $x_1, \ldots, x_n$ and target sentence $y_1, \ldots, y_m$.

Our model consists of two-layer bi-directional LSTM for the encoder with hidden layer sizes of 256 and 512 units. For the decoder, we used a two-layer bi-directional LSTM with hidden layer sizes of 256 and 512 dimensions, respectively. The encoder computes hidden states $h_1, \ldots, h_n$ to represent the semantic meaning of the source sentence, while the decoder produces the translated version by scoring the most likely tokens $y_t$ at each time step until an “End of Sentence” token is generated. The model was trained using SGD with learning rate starting at 0.5 and a decay factor of 0.95 after 40K batches (batch size=256). During training, we used a 2K leave-out sample as a validation set (for early-stopping and hyper-parameter selection) and a 2K leave-out dev-test set as a model selection set. The model is trained with 20M posts with programmatically injected errors (see Data Augmentation), and tested using 2 datasets described in Model Evaluation.

**Character-level encoding.** A classical NMT model encodes source and target sentences with a fixed-size vocabulary, capped by computational and memory constraints. Thus, NMT models struggle with rare or out of vocabulary (OOVs) words [33, 56]. OOVs are often treated as special UNK tokens, and must be handled in an ad-hoc post-processing step. However, this is not a robust solution to our problem.

Most spelling errors made by people with dyslexia are intra-word errors (see Table 1), where characters are flipped, omitted, or added at incorrect places. This makes it difficult for a neural encoder to represent a sentence given that OOVs are transformed into UNK tokens. For example, the sentence “She went to watch speiderman” would be represented internally as “She went to watch UNK” making it impossible for the model to correct the UNK token.

Our solution is to use character-level encoders. For example, we can represent the previous sentence as: 

- Sentence with UNK tokens: `
   **She went to watch UNK**`.
- Sentence with correct UNKs: `'She went to watch EOW **watch EOW speiderman EOW**'`.
- Sentence with correct UNKs: `'She went to watch EOW **watch EOW speiderman EOW**'`.

Where EOW is an end of word marker.

## Table 1: Corrections made to sampled posts. Posts can contain multiple corrections.

<table>
<thead>
<tr>
<th>Type of corrections made</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spacing and apostrophes</td>
<td>37</td>
</tr>
<tr>
<td>Omitting letters</td>
<td>33</td>
</tr>
<tr>
<td>Confusing homophones or similar sounding words</td>
<td>19</td>
</tr>
<tr>
<td>Inserting letters</td>
<td>18</td>
</tr>
<tr>
<td>Swapping order of letters/syllables</td>
<td>9</td>
</tr>
<tr>
<td>Confusing letters visually</td>
<td>9</td>
</tr>
<tr>
<td>Forbidding words</td>
<td>4</td>
</tr>
<tr>
<td>Similar looking words spelled with similar letters</td>
<td>3</td>
</tr>
<tr>
<td>Omitting or missing prefixes or suffixes</td>
<td>3</td>
</tr>
<tr>
<td>Misusing small and common words</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>34</td>
</tr>
<tr>
<td><strong>Punctuation</strong></td>
<td></td>
</tr>
<tr>
<td>Missing ending punctuation</td>
<td>51</td>
</tr>
<tr>
<td>Missing comma</td>
<td>38</td>
</tr>
<tr>
<td>Extra or missing spaces without creating spelling error</td>
<td>15</td>
</tr>
<tr>
<td>Other</td>
<td>17</td>
</tr>
<tr>
<td><strong>Capitalization</strong></td>
<td></td>
</tr>
<tr>
<td>Improperly over-capitalized in the middle of a sentence</td>
<td>10</td>
</tr>
<tr>
<td><strong>Grammar</strong></td>
<td></td>
</tr>
<tr>
<td>Sentence structure</td>
<td>48</td>
</tr>
<tr>
<td>Misuse of verb tense or missing verb</td>
<td>18</td>
</tr>
<tr>
<td>Misuse or missing articles</td>
<td>10</td>
</tr>
<tr>
<td>Misuse of singular or plural</td>
<td>8</td>
</tr>
<tr>
<td>Misuse or missing preposition</td>
<td>4</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
</tr>
</tbody>
</table>

## Data Augmentation

Data augmentation is a technique to generate large scale parallel data by pairing monolingual training with an automatic back-translation [48], and has been widely used for translating low-resource languages, where labeled parallel data is scarce [17]. We combined data augmentation with data noising to generate synthetic data for training. For each sentence $x$ from the reference corpus, we applied different noising augmentations to generate its perturbed version $x'$ containing dyslexia style writing errors. This way, we were able to generate a large parallel corpus for training the seq2seq model.

Based on the distribution of errors in table 1, we injected one of following errors in 20% of words in a random sample of 20M US English 10-250 character posts on Facebook:

1. **Letter confusion:** substitute similar-looking letters (e.g., `b` v.s `p`).
   
   - e.g., "My best friend!" became "My pest friend!";
2. **Homophone:** replace a word with its homophones.
   
   - e.g., "Here we go" became "Hear we go";
3. **Confusion set:** using frequently confused words from our labeled dataset (e.g., "your", "youre", "you"), randomly replace a word with another word in its confusion set based on the frequency of confusion.
   
   e.g., "You're welcome!" became "Your welcome!".

All generated training data were de-identified and processed in aggregate by the model.

---

6Our character-level encoders use a CNN with convolution filters with widths 1, 2, and 3 and max pooling.

7The error rate was informed by [41]. We also noticed the model performed worse when error rate is above 40%.
Table 2: How we aligned original, human corrected, model corrected sentences to locate changes (bold).
The model made one correct change (to->too), one incorrect one (im->lm), and missed one (adding comma). The precision is 50% and the recall is 30%.

<table>
<thead>
<tr>
<th>Raw sentences</th>
<th>Aligned sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>im going to.</td>
</tr>
<tr>
<td>Human</td>
<td>I’m going, too.</td>
</tr>
<tr>
<td>Model</td>
<td>I’m going too.</td>
</tr>
</tbody>
</table>

Table 3: Model precision (P) and recall (R) on different datasets, with or without ignoring casing. Columns c.s. show the performance when case sensitive, and columns c.i. when case insensitive.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Model</th>
<th>P (%)</th>
<th>R (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB</td>
<td>seq2seq</td>
<td>21.1</td>
<td>12.1</td>
</tr>
<tr>
<td></td>
<td>Word 2018 - (Win)</td>
<td>31.2</td>
<td>15.3</td>
</tr>
<tr>
<td>Public</td>
<td>seq2seq</td>
<td>37.2</td>
<td>21.5</td>
</tr>
<tr>
<td></td>
<td>Word 2007 - (Win)</td>
<td>39.1</td>
<td>30.8</td>
</tr>
<tr>
<td></td>
<td>Word 2008 - (Mac)</td>
<td>14.3</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>MacOS 10.6.1 checker</td>
<td>14.3</td>
<td>10.0</td>
</tr>
</tbody>
</table>

4 DESIGNING A DYSLEXIA SUPPORT TOOL FOR COMPOSING COMMENTS ON FACEBOOK

To deploy and test our model for social media for our study participants, we designed and prototyped the “Additional Writing Help” (AWH) tool for composing comments on the web version of Facebook (see Figure 1). The goal of AWH is to boost confidence for people with dyslexia when writing on Facebook. We started with comments because we believe that commenting is an important form of social exchange that can expose her writing to anyone who can see the original post, reducing further edits.

As shown in Table 3 c.s. columns, in many cases our model’s performance is close to or better than those we benchmarked against (although Word 2018 outperformed the model on the FB dataset at times). After analysis of the false positives (i.e., incorrect changes the model made) and false negatives (i.e., human corrections that the model missed), a large proportion of errors involved capitalization and punctuation. In particular, the model often normalized the capitalization and lower-cased sentences even when they are in all caps. It also had difficulty figuring out whether and where to add/remove punctuation, and how to correct the irregular use of punctuation (e.g., changing “...” to “...”). In fact, when we ignored capitalization issues, our model out-performed popular systems in its precision (see Table 3 c.i. columns).

Our numbers are different from what was shown in [51] because they did not count false positives (i.e. changes to correct text).
A user can trigger AWH by clicking the "Get more writing help" icon in the comment composing box under a Facebook post. Suggestion shown in the “More writing help” area below the comment composer, with changes highlighted. If the model cannot generate changes, “No suggestion” is shown instead. Once “Accept” is clicked, the suggested version replaces what was there originally. The comment is not posted automatically, so that the comment can be checked and edited before posting.

Figure 1: Additional Writing Help (AWH) design and flow

3. Features of seq2seq model: Our model translates the entire sequence rather than making local changes. Therefore, inputting an entire sentence helps performance.

4. Complement existing tools: As most people with dyslexia already use spell/grammar checking tools when writing on social media [46], we want to complement their current writing strategies instead of replacing them. With most existing tools doing real-time corrections, we position AWH as a proofreading system that specializes in areas such as homophone confusions.

5 USER EVALUATION

Method
In June 2018, we evaluated AWH with a seven-day diary study and follow-up interviews with a subset of diary study participants. Our goal was to evaluate the tool’s effectiveness and its effect on confidence in writing content on Facebook.

Diary Study. We recruited 24 English-speaking American adults (5 male and 19 female), who all self-reported having dyslexia, writing content on Facebook, and using the web version of Facebook at least three times per week. We informed participants that responses would be anonymized and may be published, and they were compensated for their time. Of 24 initial participants, one had difficulty locating AWH during the study and was excluded from analysis. For the remaining 23, 19 of them stayed through the week-long study, and completed the final survey at day seven.

The study consisted of three parts: an initial survey and brief introduction to the tool, a seven day diary study with daily surveys, and a longer survey on the final day. The initial survey took about 10 minutes to complete, and asked about learning disability diagnoses, perceptions of writing difficulty and confidence, spell-check tool use, and Facebook posting behavior. Response options were randomized and scales were randomly flipped when appropriate. Participants were then shown a short tutorial explaining how to use the tool. This tutorial was also emailed to all participants so that it could be reviewed at any point during the study.

Participants had access to AWH for one week and were asked to use AWH on at least four of those days. However, they were not obligated to post any comments.

To collect qualitative feedback, we sent a short survey each afternoon, asking participants whether they used AWH and their experience with it that day. We asked them to fill in the survey every day, even if they did not use AWH. On the final day, the survey included not only the questions from the daily surveys, but also questions about their overall opinions of AWH, and asked again about their perceptions of writing difficulty and confidence. For quantitative feedback, we logged certain AWH usage statistics, including the number of times a user triggered the feature, the length of the text input, whether our model provided any suggestions for given text, and whether the user accepts or ignores the suggestions, if provided.

Interviews. After the completion of the diary study, we conducted semi-structured interviews with 11 participants. Interview participants were chosen from the diary study participants based on the following three criteria: (1) being a relatively active user of AWH during the diary study; (2) having a change in perceived writing difficulty and confidence between the initial and final diary study surveys; or (3) having a write-in response during the diary study that warranted further discussion.

Each phone interview lasted approximately one hour, and was audio recorded and transcribed for analysis. Participants were compensated for their time.

We began by asking about their overall impressions of AWH, what worked well and what challenges they encountered. We then asked about specific aspects, such as their perceptions of accuracy and some of its mechanics. We also

9 “After diary study” results only use data from these 19 participants.
10 For privacy, we did not log text before it was posted on Facebook.
asked about their perceptions of writing difficulty and confidence, and the ways in which AWH and other spell check tools affect those.

We analyzed the transcribed interviews using inductive qualitative methods drawn from grounded theory [9]. Interviews were reviewed and notes were taken about these key ideas. The authors reviewed the notes and discussed key ideas, one author then coded all transcripts, then reconvened to review and discuss the coded material. We used affinity diagrams to organize ideas into the themes we discuss below.

Results

Use of AWH

Log data showed that the 24 participants used AWH 165 times over the course of the study (defined as clicking the “Get more writing help” button in the comment box). Four participants used it exactly once, and eventually dropped out of the study. Half of the remaining participants (10) used it more than 9 times, and the top person used it 20 times.

However, one could click the button without requesting a suggestion (e.g., nothing was typed in the composer). According to log data, suggestions were requested 152 times, and 72% of the times (110/152) we returned one; otherwise we returned “No suggestion.” This is largely consistent with self-report data (75%) on how often a suggestion was returned.

When a participant reported seeing a suggestion in the daily survey, we asked how helpful it was. 18% of the time, suggestions were rated as “Extremely helpful”, 44% “Very helpful”, 18% “Somewhat helpful”, 10% “A little helpful”, and 10% “Not helpful at all.” And as a result, 91% of suggestions were accepted. Participants echoed this in the follow-up interviews as well; for example, that they “worked well to check my spelling and the capitalization” (P9). One interesting observation is that participants modified only 25% of suggestions – we expected that to be higher.

Overall experience

In the final survey, we asked additional questions about the overall experience/perception of AWH. As shown in Figure 2, of the 19 people who completed the study, 13 reported being somewhat or very satisfied, 2 reported being somewhat or very dissatisfied, and 4 reported neutral satisfaction.

Interview study participants supported this result. Nine interview participants had a positive experience, reporting: “[AWH] just made it a positive experience of commenting, to make sure that it was right, because everybody wants to post correct grammar on a post or comment” (P7) and “I think it would be a great added benefit to Facebook users” (P1).

In fact, a few were surprised by how positive their experience was. For example, P3 stated: “About midway through I went ‘Okay, I can see the benefits. Yeah, I got it’ because as

I tried to do a post, there was something that I missed.” P1 explained “I actually really enjoyed using the tool, and I didn’t think I was going to.” Her low expectations were a result of previous bad experiences with assistive technologies: “a lot of times being in the disabilities community, they’re always coming up with new, shiny things to make everybody’s life better, but lots of times those shiny things are just kind of crappy at the end of the day.” However, two interview participants reported that AWH was not novel enough: “[I wish] it would have offered something more...it really didn’t offer me anything that made me go, ‘Oh boy!’” (P5).

Interest in future use. In the final survey, we asked about interest in using AWH in the future. Of the 18 participants who answered the question, nine were “Extremely interested” to use it in the future, seven were “Somewhat interested”, one was “A little interested”, and one was “Not at all interested”. Several interview participants lamented that they no longer had access to AWH: “I’m very sad to see it go and I’m definitely hoping Facebook brings this to everyone” (P1).

Perceived accuracy. Performance and precision are critical to spelling support, and we sought to understand how they were perceived in AWH. We asked diary study participants about AWH’s precision, and it was rated favorably: 12 of 17 participants who answered this question reported it as 80% or higher, two between 60-70%, and three between 30-50%. Interview participants confirmed this and also provided context about when AWH was inaccurate. Many of the issues mentioned were noted in our model evaluation as well, but hearing their experience helped us understand the severity of different errors and their impact on user experience.

Several noted that AWH often failed to accurately provide suggestions when comments had slang or abbreviations, such as regional words: “I’m from Florida, so I use words like ain’t and y’all...And it wants to change it to ‘you all.’ What good is that?” (P5), and “It didn’t like LOL a lot; it kept trying to find lots of other words, like ’look’ or ’loop’ or something like that” (P1). However, P2 noted that if she was using slang, she would just not click “Get more writing help.”
AWH also struggled with numbers: “I had posted recipes online, and I noticed several times it had changed significantly, like a quarter of a cup to 114 cups...as I reread it, it really looked like something that somebody drunk would have written” (P8). This is a known issue with the current model, which does not guarantee preserving the order of numbers and entities (e.g., names, places) in the “translation”, although could avoid changing the numbers and entities themselves.

**Perceived accuracy and satisfaction.** Surprisingly, participants’ perceptions of accuracy were only very weakly correlated to their satisfaction with the tool. As shown in Figure 3, while there is a cluster of people who perceived high accuracy and reported high satisfaction with AWH, those who felt “Somewhat satisfied” or neutral with the tool varied in their perceptions of accuracy.

The interviews provided insight on this. The design features helped manage against accuracy concerns because accepting suggestions before words were changed provided an opportunity to review changes, rather than it happening automatically. For example, P9 explained “autocorrect sometimes doesn’t give the word that you’re looking for...It’ll give you those weird words, and then you just assume it’s the right word when it’s way not.” P8 added: “I liked that it gave me the option of seeing the ways I could change it, but it didn’t force me to change it.” In this case, the extra step of clicking a button to provide a writing suggestion was not a hindrance, but rather a way to give more control to the writers.

**Perceived accuracy and AI.** Five interview participants believed (erroneously) that AWH would learn their spelling patterns over time and provide more accurate suggestions. For example, P2 stated, “[AWH] got into learning a little bit, like wow, how did it know that thought was what I was trying to say?” This affected their perceptions of accuracy, because they expected that it would become more accurate: “I only had five days with this. If I had more time, it might become more helpful and more automatic” (P10) and “But knowing that it’s machine learning, I think over time, it would correct itself” (P6). In fact, a few thought AWH had adapted over the course of the study. P1 said “I felt like after a while it kind of caught on to what I was doing; this is going to sound silly, but it kind of got smarter as it was going along.”

This provided an opportunity to explore thoughts regarding adaptive writing support tools. They highlighted the potential to be both transformative and invasive. Some were excited by the prospect of more useful support: “I think it should [learn habits]. Because for people like myself and my son and my daughter, who have multiple learning disabilities, it’s going to be a really good thing” (P1) and “If AI works the way I think it does, I mean it’ll be significantly better [than current writing support tools]” (P3). Despite the excitement, there were concerns about privacy implications. P1 wondered, “Are you guys kind of really watching what I’m saying or doing? How closely are you guys paying attention to me?”

Incorporating AI for provide more personalized and context-dependent writing suggestions is an intriguing and promising direction for the design of writing support tools, but it’s important to be thoughtful about the data sensitivity and social implications around training an individualized model.

**Confidence.** We asked participants about their confidence and perceived difficulty in writing before and after the study, and saw a shift toward “more confident” (Figure 4) and “easier” (Figure 5). Of the 18 who answered these questions before and after the study, seven reported an increase in their writing confidence while eight reported the same; and 13 people reported writing to be easier while 4 reported the same. This was a key topic in the follow-up interviews.

![Figure 3: Relationship between perceived accuracy (x-axis) and overall satisfaction level with AWH (y-axis).](image)

![Figure 4: Participants’ responses to “How confident are you in your ability to write clearly?”, before and after field study](image)

Overall, participants described AWH as a ‘safety net’ which helped bolster confidence. For example, P2 explained that “I just felt good to know this safety net was behind me” and P6 reinforced this: “Just that reassurance is good, even though I can pretty much do everything I want to say correctly. But having that gives me a little bit more confidence.”
There are several reasons why AWH helped promote confidence. "It tells you if you spell it wrong. And it gives you just a little more confidence to post something so you can express the way you feel without having the fear of not looking as intelligent" (P7). P1 said that her confidence increased because she felt like [her writing] was not too garbled; it was coming across as a more clear and concise sentence. Furthermore, it was discreet: "I think the technology - no one knows that I’m asking somebody for help. I’m just doing it." (P9). Essentially, AWH allowed participants to overcome anxieties about posting on Facebook, which was documented previously [46].

Confidence and writing tools. Unfortunately, confidence did not last after the participants lost access to AWH. "Once it, sometimes discussions have come up and I’m like, ‘Gee, I don’t know if I’m going to be able to convey this,’ so instead of saying something I don’t say anything, and that’s just been kind of a bummer" (P1) and "I guess [my confidence] kind of went away when the tool went away. But I guess when I answered [the survey], I was thinking, oh, that’s going to be there forever. Then it went away" (P9).

AWH wasn’t the only writing support tool that our participants relied on, and we learned that their writing confidence was tied to those tools as well. P4 depended on having access to Grammar.ly: "My confidence would absolutely go with it." P2 and P6 relied on built-in spell check tools on their phones and computers "So if spell check suddenly disappeared I would have bad anxiety. That is a nightmare." (P2) and "Man, my life would be so much harder [without spell check]." (P6)

Building tools for building confidence. As we aim to bolster writing confidence in people with dyslexia, we were curious to learn how a writing tool could provide a lasting effect.

Some participants highlighted aspects of AWH that could improve their confidence and writing ability: P1 felt that more time with AWH might lead to more benefits: "I have contributed more [since the diary study], but not as much as I did when I was using the tool. I mean for me it takes more than a week – it just takes me longer to get there." Others thought that having to accept AWH’s suggestions promotes learning: "I also really liked that it was like an accept or reject and it didn’t change it for you once you clicked that button. So not only did it help you to correct but it also will make people more aware of the mistakes they’re making." (P2).

A couple of participants also had suggestions for longer-term writing support. One involved using AI to provide personalized writing suggestions: "You would have to know my habits, what words I don’t do well on. Then you’re gonna try to teach me because that’s the thing that spelling does that spell checks don’t do right now. They don’t teach. They just fix it for you. They’re enablers." (P3) Another involved promoting different writing styles based on context: "If you’re using a more relaxed voice with your friends, and you don’t really care so much about some of these adjustments, you can make those evaluations and understand in what context you should be more cautious about what you say and how you say it" (P8).

However, four participants questioned whether designing for longer-term writing support was a useful or worthwhile goal. They felt it was unrealistic, and that a well executed in-the-moment writing support tool was more beneficial. P1 explained that "Spelling independently really isn’t a long-term option for me. I’m 43 now, and this is probably about as good as it’s going to get." P10 explained that a longer-term writing support tool wouldn’t be practical for her daily use: "You just need something to tell you what the right answer is." However, while P4 didn’t want a tool like this for herself, she saw benefits for her son, who also has dyslexia: "For myself, I’m fine with having a crutch. If it’s for my son, I’d rather he have building blocks and training tools to help him go along. I want more for him, and I think if it’s a building block it gives you more of a capability to independent."

Top challenges with AWH. In the final survey, we asked participants about the top challenge they experienced with AWH. The top (5/18) concern is low recall, and the second concern (4/18) is over-correction (high false positive) (Figure 6).
Six people indicated that their top challenge was “Other”, and their issues mostly concentrated on More product surfaces and platforms (e.g., “not on my phone to use”, “I noticed the tool was only available in certain aspects of Facebook”) and Interaction design (e.g., “Interfere with Grammarly”, “I thought that it posted the comments when I accepted the corrections, but it took an extra step to actually post the comment...it should be just a one-click accept and post.”)

We asked about how best to improve AWH in the interviews. The results were consistent with the survey findings - participants suggested improvements related to usability (e.g., more visible entry points, multiple edit suggestions returned) the model (e.g., better corrections for slang and abbreviations, corrections for other languages), and the availability of the feature (e.g., on mobile and for more than comments).

6 DISCUSSION
We evaluated the effectiveness of AWH and found that many had a positive experience. It also provides us an opportunity to reflect on larger issues regarding the development of writing support tools, including: the impact of design choices, the role of confidence, and the potential of AI.

Reflections on design
We made several design choices in building AWH that affected participants’ experiences. We chose to (1) not automatically correct language and spelling, but to instead only offer suggestions after "Get Writing Help" was pressed and (2) to require an additional step in order for the suggested edits to take effect.

Many interview participants compared AWH to tools like autocorrect, and highlighted how these differences impacted their perceptions. Specifically, the AWH “pull” model AWH gave participants greater control than autocorrect’s “push” model. This seems counterintuitive, as the “pull” model takes more time and effort, but participants appreciated that it gave them the choice both when and whether to seek writing help. The “pull” model also helped increase confidence in AWH’s ability to suggest appropriate grammar changes, because AWH would check the entirety of the text at once. Although tools like autocorrect can also make some grammar suggestions, its design of incremental changes appeared to be less well suited to detect grammar and sentence structure.

This can inform writing support tool design considerations because they run counter to conventional wisdom. Instead of valuing speed and automation, we suggest instead valuing giving people the control to decide when and whether to edit their writing. This is especially important for social media, as it provides an opportunity to promote a positive self-presentation [5], and therefore writing support tools should not only correct language, but also ensure that people feel that they have control over how they present themselves.

Tool dependence vs self-confidence
One goal for AWH was to improve confidence about and ease of writing. The diary study indicates early promise that AWH may improve writing confidence and perceived ease of writing, and interview participants discussed how writing support tools (including AWH) affect their writing confidence. However, any confidence gains results from access to the tool, and when the tool is removed, confidence goes away with it.

We wondered about design opportunities to develop a writing support tool to help people foster more confidence in themselves. When we raised this with interview participants, we learned that providing opportunities to learn through raising suggestions and highlighting errors rather than just correcting mistakes may be a promising avenue. Currently, AWH provides suggestions and requires them to be accepted before they take effect, allowing the opportunity to review the difference between the original text and the suggested edits. Yet future designs should consider other ways in which teaching can occur within an everyday writing support tool.

However, a few participants questioned this goal, and didn’t expect that a tool could or should provide lasting benefits. An analogy would be that some who are near-sighted want the lasting benefits of LASIK surgery, while others prefer the temporary benefits of glasses. This raises the question of whether promoting confidence is always the best goal. While we believe that longer-term support is possible, we also want to avoid imposing our value beliefs about the ideal writing support tool. This is an opportunity for future research to better understand the needs and desires of this community, and to challenge the design community to consider all relevant value beliefs. Furthermore, we should consider people with dyslexia not as a monolithic group, but also consider the importance of other factors which may impact needs and wants from assistive technology (e.g., age, severity of dyslexia, level of education).

AI-powered adaptive writing support tool
Some participants believed that AWH would leverage machine learning/AI to adapt and evolve, to learn and accommodate their unique patterns of spelling errors and writing style (e.g., slang, deliberate capitalization, etc.). While our current model does not have this capability, it points to a promising direction.

One benefit of such a tool is the potential to be more universal – instead of being marketed to people with dyslexia, it can support writing challenges faced by others, such as people using a second language or who rely on voice input. By covering a broader language or who rely on voice input. By covering a broader population, we can destigmatize the use of assistive writing tools and improve writing for all.
However, for the model to learn writing style, it needs to be trained with personal data, which surfaced the heavily discussed tension between personalization and data privacy [30]. We want to be especially careful about the design and use of a personalization algorithm, offering people control over what type of data is used for training the model.

7 LIMITATIONS AND FUTURE WORK

There are a few limitations of our work. In terms of the model, our data collection is limited by assumptions we made about writing by people with dyslexia. In the future, it would be beneficial to have people with dyslexia donate their writing samples with fixes made by someone they know and trust.

In terms of the diary study, all of our participants were US-based English speakers, and the AWH tool was only available for comments on posts (as opposed to the many other places on Facebook in which a person can write text). In the future, this work can expand to other populations within the dyslexia community. Furthermore, given the small sample size, we were unable to perform statistical analysis on survey responses.

Dyslexia affects people differently in terms of the way it manifests and its severity. AWH is not designed to address all possible manifestations of dyslexia, but rather a first attempt to address only the challenges in writing on social media that were surfaced in previous research [46].

The diary study helped us understand the impact of different types of model errors and informed how to better prioritize the model improvement work and what to aim for (e.g., precision vs recall). Furthermore, the potential of utilizing machine learning/AI in order to create a personalized and adaptive writing support tool seems like a promising area for future research and innovation.

There is also room for our NMT model to improve. For example, we will annotate numbers with its order in the source sentence to guarantee the order information was passed and preserved in the translation result. We will also increase the vocabulary size to contain words in different capitalization forms, so that the model will learn the semantic of all caps form. NMT models can make broader changes (e.g., adding/removing words, switching word orders), obscuring individual changes between input and output sentences. We could leverage the attention matrix output by the decoder to align target token(s) with corresponding source token(s) and allow the users to accept individual changes instead of the whole sentence.

8 CONCLUSION

We designed and evaluated a new writing support tool (AWH) for people with dyslexia on Facebook. Our tool was powered by an neural machine translation model that is customized for the dyslexia and social media use case. We tested this tool with 19 people with dyslexia on Facebook and observed increased level of confidence and ease with writing on social media. Our field study demonstrated the value of a better writing support tool on social media sites, and the potential of empowering people with dyslexia using AI technologies.
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